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Problem Statement
• We have a pre-trained general LM p(x) and we want to 

generate text with a desirable attribute a p(x|a) (or multiple 
attributes)


• formality, topic, style, sentiment, detoxification, etc


• The most basic baseline: fine-tuning a class-conditional 
language model

• Fine-tuning large LMs can be expensive 

• Difficult to preserve the desirable quality of p(x) 
• Need a separate LM for each attribute
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Motivation
• Fine-tuning large LMs can be expensive 

• Difficult to preserve the desirable quality of p(x) 
• Need a separate LM for each attribute


• Train smaller-sized LMs as discriminators 

• Apply Bayes rule 



Methods
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Motivation
• Fine-tuning large LMs can be expensive 

• Difficult to preserve the desirable quality of p(x) 
• Need a separate LM for each attribute


• Train smaller-sized LMs on text with desirable and 
undesirable attributes (experts and anti-experts)


• Combine base LM with experts and anti-experts



Methods



Summary
• Fine-tuning large LMs can be expensive 

• Difficult to preserve the desirable quality of p(x) 
• Need a separate LM for each attribute


• smaller-sized class-conditional LMs

• Used in a weighted combination of generators

• Used as generative discriminators
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Motivation

• Many fixed class-conditional language model => a single 
variable class-conditional language model


• Add a class variable that describes the attribute of the 
text to generate



Methods
• CTRL is a conditional language model that is always 

conditioned on a control code c 

• CTRL is trained with natural control codes

• Domain, subdomain, entities, entity relations, and even 

dates

• Task
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Motivation

• CTRL is expensive (1.63B parameters) and lacks flexibility 
since the control codes are fixed.


• Lightweight and flexible fine-tuning:


• introduce a fewer additional parameters


• Easy to add a new attribute control 



Methods
• Prefix-tuning: optimize a a set of small continuous attribute-

specific vectors for steer text generation. 


• The original parameters of GPT2 is fixed



Methods
• Supervised Training (text with annotated attributes)

• Unsupervised Training (attribute as latent variable)
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Motivation
• The prompt’s influence is negatively correlated with the 

distance from the prompt to the next predicted token.


• Different to the previous work (Qian et al, 2022), it uses 
textual prompts.



Methods
• A separate model for prompt instructions  (PromptModel)

• Non-Residual Attention (NRA)

• allow independent prompts at different steps 



summary
• Previous work assume the access to attribute-specific data / LMs


• Can be impractical in scenarios with privacy concerns


• Let's assume access only to the general LM (no class-conditional LM)


• and pre-trained attribute discriminators 
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Motivation
• Long-form Text Generation: repetitive, self-contradictory, 

and overly generic


• Grice’s Maxims: cooperative discriminators



Methods

• 1. Repetition Model: word similarity within a fixed window


• 2. Entailment Model: NLI scores of y against preceding sentences


• 3. Relevance Model:  sentence-pair classification


• 4. Lexical Style Model: Bag of words Classification Model


• 1,2,4 are trained using natural sentences as positives and model-
generated sentences as negatives, 3 is an off-the-shelf NLI model.
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Motivation

• Weighted Decoding:  control the trade-off between 
control strength and text fluency


• The strength should vary across different positions.

λ



Method
• Regulator: adjust control strength properly at different 

positions

• 1. Heuristic Regulator: Amply the signal when it is 
more likely to generate attribute-relevant words. 

 is a set of keywords for the attribute a
Wa

• 2. Trainable Regulator:  train a classifier to 
estimates the probability of the next token being 
relevant to attribute a. Supervision is from 
masking methods for unsupervised style transfer.
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Motivation

• Weighted Decoding: although the classifier takes a prefix 
 as input, it should predict whether attribute a will in 

the future be satisfied for the completed generation. 
x1:i



Method
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Motivation
• Discriminators need to be trained on partial generations 

in order to be operationalized with step-wise 
autoregressive models


• Many attributes are essentially global.



Methods
• Product of experts as a probabilistic energy model (i.e., 

non-autoregressive, globally normalized LM)


•  Gibbs-Metropilis-Hastings sampling
Logits from different models taking the whole sequence as input



Summary
• Weighted decoding is slow.

• Feeding candidate next tokens into a discriminator scales 

linearly with the number of tokens to be re-weighted


