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What are Multi-party Dialogues

• Definition:

• Multi-party dialogues are those dialogues that involve

at least three interlocuters, resulting in graph-structured

reply-to relations and interleaving information flows.

• Typical scenarios with multi-party dialogues:

• Group meetings (AMI dataset)

• Daily conversations (Friends dataset)

• Group/Forum chatting (Ubuntu/Twitter/Reddit datasets)

• …

• Related tasks:

• Response Generation/Selection

• Discourse Parsing

• Question Answering

• …
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• This problem is also referred as speaker modeling, where we want to equip the model with 

the ability to understand who is speaking.

• Two ways of modeling speakers:

• Explicit modeling: 

Adding speaker embeddings + pre-training [1]; Modeling inputs: #Speaker 1#: blablabla…;

• Implicit Modeling: 

Pre-training/Multi-task-learning using speaker identification task. [2,3]

Problem of Who

References:
[1] Speaker-Aware BERT for Multi-Turn Response Selection in Retrieval-Based Chatbots (CIKM 2020)

[2] MPC-BERT A Pre-Trained Language Model for Multi-Party Conversation Understanding (ACL 2021)

[3] Self- and Pseudo-self-supervised Prediction of Speaker and Key-utterance for Multi-party Dialogue Reading 

Comprehension (Findings of EMNLP2021)
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Problem of To Whom: Overview

• This problem is also referred as Addressee Prediction or Discourse Parsing, where we want 

to know the reply-to relations of the whole dialogue.



Problem of To Whom: Paper [4]



• Structured Representation Encoder: • Speaker Highlighted Mechanism:

• Fuse Information for Link/Relation Prediction:

Problem of To Whom: Model



• Link Prediction:

• Relation Prediction:

• Loss Functions:

Problem of To Whom: Model



• Experimental Results:

• Dataset:

STAC Corpus (Asher et al. 2016): 1,062 dialogues, a small dataset

Problem of To Whom: Experiment



Problem of To Whom: Limitations

• Though using previously predicted structure can provide richer

information for modeling structures, it can also lead to problems

with severe error propagation.

• To alleviate error propagation, Wang et al. [5] adopt an edge-centric

graph neural network to update the information between each

utterance pair layer by layer, so that expressive representations can

be learned without historical predictions.

References:
[4] A Deep Sequential Model for Discourse Parsing on Multi-Party Dialogues (AAAI 2019)

[5] A Structure Self-aware Model for Discourse Parsing on Multi-party Dialogues (IJCAI 2021)



Problem of To Whom: Benefits

• The parsing results can be used to enhance multi-party dialogue encoding on both

generative and understanding tasks [6, 9, 10].

• This can also give us insights of modeling graph-structured or semi-structured data

by using the parsing results.
• We can enhance a language model using semantic parsing results. [7]

• We can model programming languages using the parsed AST (Abstract Syntax Tree) obtained

from a compiler. [8]

• …

References:
[6] Multi-Party Empathetic Dialogue Generation: A New Task for Dialog Systems

[7] Semantics-Aware BERT for Language Understanding (AAAI 2020)

[8] GraphCodeBERT: Pre-training Code Representations with Data Flow (ICLR 2021)
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Problem of Speaks What: Papers [9, 10]

• This problem is also referred as Response Generation/Selection for multi-party dialogues.

• Today we focus on response generation, which is the direction I am investigating recently.

• Briefly introduce two papers today.

References:
[9] GSN: A Graph-Structured Network for Multi-Party Dialogues (IJCAI 2019)

[10] HeterMPC A Heterogeneous Graph Neural Network for Response Generation in Multi-Party Conversations (ACL 2022)



Problem of Speaks What: GSN - Overview

• Word-level Encoder:

• Just a Bi-LSTM.

• Last hidden states as utterance

representations.

• Utterance-level Graph Encoder: 

• A graph neural network with a 

weighted updating mechanism.

• Decoder: 

• A GRU with cross attention to the 

output of the encoder



Problem of Speaks What: GSN - Graph Encoder



Problem of Speaks What: GSN - Experiments

• Experimental Results:

• Dataset:

• The Ubuntu IRC Benchmark, constructed by extracting all utterances with response relations indicated by the 

“@” symbol in the corpus.

• 370k dialogues for training, 5k for validation and testing, respectively.



Problem of Speaks What: HeterMPC - Model



Problem of Speaks What: HeterMPC - Experiments
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Open Challenges

• Shortage of Addressee Labels:

• The current ways of modeling multi-party dialogues, especially those that utilize the reply-to relations

to construct graphs, require explicit addressee annotations. However, these annotations are hard to

obtain in most multi-party datasets.

• Under this circumstance, the pre-training of both generative and understanding tasks of multi-party

dialogues is hindered.

• How to subtly solve the shortage of addressee labels remains an open question.

• Universal Multi-party Dialogue Understanding:

• Design better supervised or self-supervised tasks to equip the model with more abilities to model the

(speaker, addressee, utterance) triplets of multi-party dialogues.

• Design better model architectures that can effectively and efficiently capture the intrinsic characteristics

of multi-party dialogues.



Thank you for listening
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