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Background: VLP & VLMs

Why Multi-modal?
• Humans can align and fuse information collected from multiple channels, to better understand the world.

Most existing VLMs are BERT-like Transformer encoders pre-trained with a combination of different vision-
language pre-training (VLP) objectives: masked multi-modal modeling [VilBert, UNITER, Oscar, etc.], multi-modal 
alignment prediction [VilBert, UNITER, Oscar, etc.], region of interest feature regression [LXMERT, etc.], image-text matching 
[ALBEF, X-VLM, etc.]

 a transition pattern from encoder-only models to sequence-to-sequence models. 

Trends:
• Network Architecture: from OD(object detector)-based to E2E(end-to-end).
• Tasks or architecture: Towards unified image-text modeling.
• Pre-training Data and model scale: from millions to billions, towards big 

foundation models.
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Prefix Language Models are Unified Modal Learners

Current pre-training paradigm is either 
• incapable of targeting all modalities at once (e.g., text generation and image generation), or 
• requires multi-fold well-designed tasks which significantly limits the scalability.

The encoder-only architecture and complicated pre-training objectives of most current VLMs inevitably limit 
the potential towards pre-training more scalable and general VLMs.

Seq2Seq VLP: SOTA results, VL understanding ✔ & generation✔
 hard to scale [VL-T5, OFA]: non-trivial to collect a large number of VL datasets for pre-training.
 capable of a subset of image-text modalities tasks [ERNIE-ViLG, SimVLM]: objectives not versatile enough.

Motivated by large-scale generative pre-training of prefix language models => prefix multi-modal modeling.

Motivation

Diao, S., Zhou, W., Zhang, X. and Wang, J., 2022. Prefix Language Models are Unified Modal Learners. arXiv preprint arXiv:2206.07699.



Prefix Language Models are Unified Modal Learners

• Model Architecture
Textual Feature Embedding

Visual Feature Embedding

Cross-Modal Transformer

Image Tokenizer and Decoder
an image I→ a sequence of discrete visual tokens

DAVINCI
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Prefix Language Models are Unified Modal Learners

• Pre-training Objectives
 Conduct LM with image supervision and IM with natural language supervision at the same time.

Prefix Language Modeling (PLM)
- a full image and a prefix caption => recover the 
masked textual tokens
- prefix length is randomly decided during training

prefix length 0: degenerate to “image captioning”

DAVINCI
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Prefix Language Models are Unified Modal Learners

• Pre-training Objectives
 Conduct LM with image supervision and IM with natural language supervision at the same time.

Prefix Image Modeling (PIM)
- a full caption and a corrupted (prefix) image => 
recover masked visual tokens (continuous image 
patches at the end, a.k.a., suffix image)

prefix length 0: degenerate to “text-to-image generation”

DAVINCI

Diao, S., Zhou, W., Zhang, X. and Wang, J., 2022. Prefix Language Models are Unified Modal Learners. arXiv preprint arXiv:2206.07699.



Prefix Language Models are Unified Modal Learners

• Pre-training Datasets

• Downstream Tasks
• Language Understanding: GLUE benchmark 

including MNLI, CoLA, MRPC, QQP, SST-2, QNLI, 
RTE, and STS-B.

• Vision Understanding: ImageNet, Food101, 
CIFAR10, CIFAR100, Cars, Aircraft, DTD, Pets, 
Flowers102, MNIST, STL10, and Country211.

• Multi-modal Understanding: VQAv2, SNLIVE and 
NLVR2.

• Text-to-Image Generation: 30, 000 images sampled 
from COCO.

• Image-to-Text Generation: COCO dataset.

Experiments

Diao, S., Zhou, W., Zhang, X. and Wang, J., 2022. Prefix Language Models are Unified Modal Learners. arXiv preprint arXiv:2206.07699.



Prefix Language Models are Unified Modal Learners

• Experiment Results

Experiments



Prefix Language Models are Unified Modal Learners

• Impact of Pre-training Datasets

Analyses

• Ablation Study

(1) Introduce prefix multi-modal modeling, 
a simple unified generative vision-
language pre-training framework that 
is scalable for large-scale pre-training 
and versatile for multiple modalities 
(vision, language, multi-modal) and 
tasks (understanding or generation). 

(2) Propose DAVINCI, a vision-language 
foundation model, and show that it 
performs competitively across tasks 
and modalities. 

(3) Conduct an analysis about the impact 
of different pre-training data sources 
on the performance of seq2seq VLMs.

Conclusion



Prefix Language Models are Unified Modal Learners

Visualization of Image Generation

Diao, S., Zhou, W., Zhang, X. and Wang, J., 2022. Prefix Language Models are Unified Modal Learners. arXiv preprint arXiv:2206.07699.



Flamingo: a Visual Language Model for Few-Shot Learning

Alayrac, J.B., Donahue, J., Luc, P., Miech, A., Barr, I., Hasson, Y., Lenc, K., Mensch, A., Millican, K., Reynolds, M. and Ring, R., 2022. Flamingo: a visual language model for few-shot learning. arXiv

preprint arXiv:2204.14198.



• VLMs simply provides a similarity score between a text and an image, but they can only tackle limited 
use cases such as classification, where a finite set of outcomes is provided beforehand.

• Lack the ability to generate language, less suitable to more open-ended tasks.
• Not yet shown good performance in low data regimes.

Motivation

Flamingo: a Visual Language Model for Few-Shot Learning

• Unifying strong single-modal models.
• It is crucial to keep the pretrained model’s language understanding and generation capabilities.

• Supporting both images and videos.
• The 2D spatial structure and high dimensionality of images and videos is not immediately amenable to the 

homogeneous treatment as a 1D sequence commonly used in unimodal text generation.

• Obtaining heterogeneous training data to induce good generalist capabilities.
• Paired image / caption datasets alone may not be general enough to induce few-shot learning and task 

induction capabilities like GPT-3.
• The images and text are often only weakly related.

Challenges of multimodal generative modelling

Alayrac, J.B., Donahue, J., Luc, P., Miech, A., Barr, I., Hasson, Y., Lenc, K., Mensch, A., Millican, K., Reynolds, M. and Ring, R., 2022. Flamingo: a visual language model for few-shot learning. arXiv

preprint arXiv:2204.14198.



• Visual processing and the Perceiver Resampler

• Conditioning a frozen language model on visual 
representations

• Multi-visual input support: per-image/video 
attention masking

Approach

Flamingo: a Visual Language Model for Few-Shot Learning
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• Visual processing and the Perceiver Resampler
• Vision encoder: from pixels to features.

• Normalizer Free ResNet (NFNet).
• Pre-trained & frozen.

• Perceiver Resampler: from varying-size large 
feature maps to few visual tokens.
• a variable number of image or video 

features => a fixed number of visual 
outputs.

• learn a predefined number of latent 
input queries to cross attend to the 
flattened visual features.

Approach

Flamingo: a Visual Language Model for Few-Shot Learning
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• Conditioning a frozen language model on visual representations
• Interleaving new gated xattn-dense layers within a frozen pretrained LM

• pretrained blocks from a text-only language model, + blocks trained from scratch 
that use the output of the Perceiver Resampler as one input.

Approach

Flamingo: a Visual Language Model for Few-Shot Learning

• A tanh-gating mechanism: It consists 
in multiplying the output of a newly 
added layers by tanh(𝛼) right before 
adding it to the input representation 
from the residual connection, where 
𝛼 is a layer-specific learnable scalar 
initialized at 0.



• Multi-visual input support: per-image/video attention masking
• Interleaved sequence of visual data and text.
• Multi-image attention.

Approach

Flamingo: a Visual Language Model for Few-Shot Learning



• Training on a mixture of vision and language 
datasets (Interleaved image and text)

• Training objective and optimization strategy
• minimizing a weighted sum of dataset specific 

expected negative log likelihood of text given 
some visual inputs:

• Task adaptation with few-shot in-context learning

Approach

Flamingo: a Visual Language Model for Few-Shot Learning
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Experiments
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Experiments
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Examples

Flamingo: a Visual Language Model for Few-Shot Learning



• A novel architecture for accepting arbitrarily interleaved visual data and text as input and generating 
output text in an open-ended manner.

• Architectural innovations and training strategies that effectively leverage large pretrained vision-only 
and language-only models, preserving the benefits of these initial models while efficiently fusing the 
modalities.

• Efficient ways to adapt to visual inputs of varying size, making Flamingo applicable to images and 
videos.

• Flamingo sets a new state of the art in few-shot learning on a wide array of 16 multimodal language 
and image/video understanding tasks.

Conclusion

Flamingo: a Visual Language Model for Few-Shot Learning
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A Glance of Some Other Multi-modal Text Generation Tasks 

• Description: Image Caption, Event/Scene Description, Visual Storytelling, etc.

• Creation: Image Inspired Poem Generation, etc. 

• Dialogue: VQA, Image/Video -grounded Dialogue, AVSD, etc.

• Others: Multi-modal Summarization, Multi-modal Translation, etc.

Rough Overview



Image Inspired Poem Generation

A Glance of Some Other Multi-modal Text Generation Tasks 

• Image Inspired Poetry Generation in XiaoIce

Wen-Feng Cheng, Chao-Chung Wu, Ruihua Song, Jianlong Fu, Xing Xie, and Jian-Yun Nie. 2018. Image Inspired Poetry Generation in XiaoIce.CoRRabs/1808.03090(2018). arXiv:1808.03090  

http://arxiv.org/abs/1808.03090



Image Inspired Poem Generation

A Glance of Some Other Multi-modal Text Generation Tasks 

• Beyond Narrative Description: Generating Poetry 

from Images by Multi-Adversarial Training.

• Images2poem: Generating Chinese poetry from 

image streams.

Lixin Liu, Xiaojun Wan, and Zongming Guo. 2018.  Images2poem: Generating 

Chinese poetry from image streams. In Proceedings of the 26th ACM international 

conference on Multimedia. 1967–1975.

Bei Liu, Jianlong Fu, Makoto P. Kato, and Masatoshi Yoshikawa. 2018. Beyond 

Narrative Description: Generating Poetry from Images by Multi-Adversarial Training. 

CoRRabs/1804.08473 (2018).  arXiv:1804.08473  http://arxiv.org/abs/1804.08473



Image Inspired Poem Generation

A Glance of Some Other Multi-modal Text Generation Tasks 

• Multi-Modal Experience Inspired AI Creation

Qian Cao, Xu Chen, Ruihua Song, Hao Jiang, Guang Yang, Zhao Cao. 2022. Multi-Modal Experience Inspired AI Creation. In Proceedings of the 30th ACM international conference on Multimedia. 



• Image Caption => VQA (Visual: image & video)
• Visual Dialog (VisDial)

• [Visual Dialog], [DMRM], [Are You Talking to Me?]=>GAN+RL, [FlipDial], [Improving Cross-Modal Understanding in 
VisDial], [VD-BERT], [VU-BERT]

• Image-Grounded Conversations (IGC)
• [Image-Grounded Conversations:...]=>QG+RG, [Image-Chat], [MMChat], [MM Open-Domain Dialogue]

• Visual Context
• [OpenViDial 1.0/2.0], [Modeling Text-visual Mutual Dependency 4 MDG]
• Multimodal Emotion Recognition (MER): [Emotion-Aware Multimodal Pre-training...], [M3ED], [MELD], [MSCTD], 

[Modality-Transferable Emotion Embeddings...]
• MDS (Multimodal Dialogue System) (multi-images, in retail): [MDS: Generating Responses via Adaptive Decoders], [MDS via 

Capturing Context-aware Dependencies...], [A non-hierarchical attention network...], [Towards Building Large Scale...]
• Audio Visual Scene-Aware Dialog (AVSD) [aka. Video Dialog / Video-Grounded Dialogue Systems (VGDS)]

• [Audio Visual Scene-Aware Dialog], [AVSD Generation with Transformer-based Video Representations], [Bridging Text and 
Video], [Dynamic Graph Representation Learning for Video Dialog], [End-to-End AVSD using...], [Multimodal Transformer 
Networks for End-to-End...], [Video-Grounded Dialogues with PGLMs], [VX2TEXT]

• Multimodal Response
• [An animated picture says at least 1k words], [Multimodal Dialogue Response Generation], [PhotoChat], [Towards Expressive 

Communication with Internet Memes]
• Misc (Special setting)

• VQA on Game: [GuessWhat?!], [Learning Cooperative Visual Dialog Agents with Deep RL]
• Construct Visual Latency: [Open Domain Dialogue Generation with Latent Images], [Text is NOT Enough], [Maria]
• Live Comments: [LiveBot], [Response to LiveBot]

Multimodal Dialogue

A Glance of Some Other Multi-modal Text Generation Tasks 



Multimodal Dialogue

A Glance of Some Other Multi-modal Text Generation Tasks 



Multimodal Dialogue

A Glance of Some Other Multi-modal Text Generation Tasks 

Wang, S., Meng, Y., Sun, X., Wu, F., Ouyang, R., Yan, R., Zhang, T. and Li, J., 2021. Modeling Text-visual Mutual Dependency for Multi-modal Dialog Generation. arXiv preprint arXiv:2105.14445.

Sun, Q., Wang, Y., Xu, C., Zheng, K., Yang, Y., Hu, H., Xu, F., Zhang, J., Geng, X. and Jiang, D., 2021. Multimodal dialogue response generation. arXiv preprint arXiv:2110.08515.

Das, A., Kottur, S., Moura, J.M., Lee, S. and Batra, D., 2017. Learning cooperative visual dialog agents with deep reinforcement learning. In Proceedings of the IEEE international 

conference on computer vision (pp. 2951-2960).



• Multi-modality really helps. => But how and how much?

• X-Attention, Fusion at different levels, Visual/Textual Prompts => Is there a better way to integrate 

multi-modal information for text generation?

• VLP models are strong, benefited from both huge data and model size. => How to better use VLP 

models to help text generation, especially domain specific tasks? 

Discuss



Thanks!


