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Why Multi-modal?
* Humans can align and fuse information collected from multiple channels, to better understand the world.

Most existing VLMs are BERT-like Transformer encoders pre-trained with a combination of different vision-

language pre-training (VLP) objectives: masked multi-modal modeling [VilBert, UNITER, Oscar, etc.], multi-modal

alignment prediction [VilBert, UNITER, Oscar, etc.], region of interest feature regression [LXMERT, etc.], image-text matching
[ALBEF, X-VLM, etc.]

= a transition pattern from encoder-only models to sequence-to-sequence models.

Trends:

* Network Architecture: from OD(object detector)-based to E2E(end-to-end).

« Tasks or architecture: Towards unified image-text modeling. '

* Pre-training Data and model scale: from millions to billions, towards big . |
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Current pre-training paradigm is either
* incapable of targeting all modalities at once (e.g., text generation and image generation), or
* requires multi-fold well-designed tasks which significantly limits the scalability.

The encoder-only architecture and complicated pre-training objectives of most current VLMs inevitably limit
the potential towards pre-training more scalable and general VLMs.

Seq2Seq VLP: SOTA results, VL understanding «/ & generation v/
= hard to scale [VL-T5, OFA]: non-trivial to collect a large number of VL datasets for pre-training.
=> capable of a subset of image-text modalities tasks [ERNIE-ViLG, SimVLM]: objectives not versatile enough.

Motivated by large-scale generative pre-training of prefix language models => prefix multi-modal modeling.

Diao, S., Zhou, W., Zhang, X. and Wang, J., 2022. Prefix Language Models are Unified Modal Learners. arXiv preprint arXiv:2206.07699.
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* Model Architecture
Textual Feature Embedding

T = {t1,t2, ..., ti . tn}
t; = Layer Norm(e; + p;),
Visual Feature Embedding
V ={v1,v2, ..., Viy ooy U }
vi = [i + pi,
Cross-Modal Transformer
X ={x1,29, ...} = [V,T] ={v1,v2, .cc Um, t1, t2, ..., tn}

Image Tokenizer and Decoder
an image I = a sequence of discrete visual tokens

Z ={z1,22, ..., Zm}

e Models are Unified Modal Learners
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Figure 1: Illustration of the overall architecture and pre-training procedures of DAVINCL a Transformer-based
sequence-to-sequence model. Given an image-text pair, DAVINCI first splits either the word sequence or image
token sequence into prefix and suffix. It then concatenates the prefix with the complete sequence in the other
modality as input. DAVINCI is trained to recover the suffix with maximum likelihood estimation.

Diao, S., Zhou, W., Zhang, X. and Wang, J., 2022. Prefix Language Models are Unified Modal Learners. arXiv preprint arXiv:2206.07699.
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DAVINCI

* Pre-training Objectives £ = Lprm + Lpim
= Conduct LM with image supervision and IM with natural language supervision at the same time.

Prefix Image Modeling  Prefix Languag ]
3 . LPLM LPIM
Prefix Language Modeling (PLM) poioco R AR L (R — ‘ ‘
- L o - (oo e, i o
- atull image and a prefix caption => recover the e o o
masked textual tokens . g S g B B B oo g BN I I [
L] Encoder L Decoder
- prefix length is randomly decided during training s — R
--m --m Conv. |y, " ™ J
5 ERTR L penily o e
Lpivm = — E log p(Ytext |Xima.ge; Xiext) e — e =) /’D';;%:r\
(I,S) GD Encoder input Decoder input L’IX
. . " . ey IT\“‘H 123 234 345 g by oo da . [ er]
prefix length 0: degenerate to “image captioning e, | 987 654 321 « EPRTTRiAN
LT : 999 888 777 321 999 888 777 i
%’LM = — E log p(Yt ext |Ximage) Figure 1: Illustration of the overall architecture and pre-training procedures of DAVINCI, a Transformer-based
sequence-to-sequence model. Given an image-text pair, DAVINCI first splits either the word sequence or image
(1,S)eD token sequence into prefix and suffix. It then concatenates the prefix with the complete sequence in the other

modality as input. DAVINCI is trained to recover the suffix with maximum likelihood estimation.

Diao, S., Zhou, W., Zhang, X. and Wang, J., 2022. Prefix Language Models are Unified Modal Learners. arXiv preprint arXiv:2206.07699.
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DAVINCI

* Pre-training Objectives £ = Lprm + Lpim
= Conduct LM with image supervision and IM with natural language supervision at the same time.

Prefix Image Modeling  Prefix Languag
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- afull caption and a corrupted (prefix) image => R ‘ ‘
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/ — ) Figure 1: Illustration of the overall architecture and pre-training procedures of DAVINCL a Transformer-based
PIM z IOg p (Ylmage |Xtext) sequence-to-sequence model. Given an image-text pair, DAVINCI first splits either the word sequence or image
(I,S)eD token sequence into prefix and suffix. It then concatenates the prefix with the complete sequence in the other

modality as input. DAVINCI is trained to recover the suffix with maximum likelihood estimation.

Diao, S., Zhou, W., Zhang, X. and Wang, J., 2022. Prefix Language Models are Unified Modal Learners. arXiv preprint arXiv:2206.07699.
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Experiments

* Pre-training Datasets

* Downstream Tasks

Language Understanding: GLUE benchmark
including MNLI, CoLA, MRPC, QQP, SST-2, QNLI,
RTE, and STS-B.

Vision Understanding: ImageNet, Food101,
CIFAR10, CIFAR100, Cars, Aircraft, DTD, Pets,
Flowers102, MNIST, STL10, and Country211.
Multi-modal Understanding: VQAv2, SNLIVE and

Diao, S., Zhou, W., Zhang, X. and Wang, J., 2022. Prefix Language Models are Unified Modal Learners. arXiv preprint arXiv:2206.07699.
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Data Type Dataset Image Domain  #Images #Captions #Total
. COCO COCO 110.3K 551.7K
In-Domain Data (ID) Visual Genome ~ COCO 108.2K 759.0K 1.3M
SBU Web 859.7K 859.7K
Small-scale Web Data (SWD) CC-3M Web 2.9M 2.9M 14.9M
CC-12M Web 11.1M 11.1M
VG regions COCO 108.2K 3.6M
VG objects COCO 108.2K 925.6K
COCO objects COCO 110.3K 736.6K
Object-Region Data (ORD) Refcoco COCO 279K 589.9K 17.0M
Open Image Flickr 1.7"M 7.5M
Obj365 Flickr 577.6K 3.6M
Vision Data (VD) ImageNet-21K ImageNet 13.2M 13.2M 13.2M
Lol b Do (D) PRI W XS I,
Text Data (TD) C4 Web - - 800GB

TeXt_tO-Image Generatlon: 30/ OOO lmages Sampled Table 1: Statistics of the pre-training datasets. #Images, #Captions and #Total denote number of images,

from COCO.
Image-to-Text Generation: COCO dataset.

number of image-text pairs and the total number of image-text pairs, respectively.
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Experiments

L]
* Exp erlme nt Re S ultS Text Vision Image2Text Text2Image Multi-modal
Model #Params. MNLI ImageNet COCO CoCco VQA NLVR2
MIM MLM FLAVA CLIP SimVIM DAVINCI SimVLM DAVINCI Acc LE/FT B@4/C ISt /FID} test-dev / test-std dev / test-P
1 2 3 4 B 3 7 8 Encoder-only Multi-modal Models

Task Evalmethod 70M 70M  70M  70M  46.4M 464M  647TM  647.7TM VisualBERT [80] 170M  81.60 - - - 70.80/71.00  67.40/67.00
MNLI fine-tuning | - 7323 8033 3285  82.13 8225 83.27 83.13 ViLBERT [18] 274M - 79.90 - - - 70.55170.92 -
CoLA fietuning | —  39.55 5065 1102 5247 5210 5422 5475 VL-BERT [81] 170M 8120 B - - 71167 .
MRPC fine-tuning | - 7324 8416 6874 8270 83.14 84.26 84.54 LXMERT [19] 240M 8040 - - - 7242/72.54  74.90/74.50

- - UNITER [23] 155M  80.90 - - - 72.70/7291  77.18/77.85
QQP fine-tuning ~ 8668 8874 5917  88.39 88.15 89.05 88.92 OSCAR [24] 135M o B 365/ 1237 B 731677344 780717838
SST-2 fine-tuning — 8796 9094 8349  90.65 90.48 91.12 91.37 vi - : : : - -

! ! inVL [36] 157M - - 38.2/129.3 - 7595/76.12  82.05/83.08
QNLI fine-tuning —~ 8232 8731 4946  87.55 87.21 $8.28 87.90 VILT [82) 26M B - - B 2085 /- 749117557
RTE fine-tuning - 5054 5776 5307  59.80 60.72 63.34 64.22 ALBEF [25] 210M - - - - 7584 17604 B85/ 8314
STS-B fine-tuning - 7889 8567 1370  86.62 86.27 87.24 87.05 UNIMO [83] 155M - B 188/ 124.4 - 7170 17402 S
NLP Avg. - 7155 7819 4644 7879 78.79 80.10 80.23 X-VLM [26] 240M - - 39.6/132.6 - 78.22/78.37  84.41/84.76
ImageNet linear eval | 41.79 - 7554 7295 7431 75.87 76.04 77.65 VIMO [39] ~ ’ _ _ 766417689 827718334
Food101 linear eval | 53.30 - 88.51 8549 83.41 89.33 85.52 90.12 Encoder-Decoder Multi-modal Models
CIFAR10 linear eval | 7620 - 9287 9125  91.56 93.01 92.41 93.96 UNICORN [84] ~ N 35871191 ~ 69.20 1 69.40 e
CIFAR100 linear eval 55.57 - 77.68 74.40 72.51 78.98 75.23 80.11 Uni-ENDN [85] 110M o o o o 7220/ 72.50 -
Cars lineareval | 1471 - 7087 62.84  61.44 72.69 68.83 74.57 Pixel-BERT [86] 144M _ _ _ _ 7445/7455  76.50/77.20
Aircraft linear eval 13.83 - 4731 40.02 41.28 4742 4775 49.55 E2E-VLP [87] 94M _ _ 362/ 1173 _ 73.25/73.67 77.25/71.96
DTD linear eval 55.53 - 7729 7340 72.55 77.12 76.59 78.33 VL-TS [28] 220M _ _ 345/116.5 _ — 717030 74.60 / 73.60
Pets linear eval 3448 - 8482 7961 78.77 8552 86.13 88.21 VL-BART [28] 220M _ _ 35.1/116.6 _ —771.30 71.70 / 70.30
Flowers102 lineareval | 67.23 - 9637 9494 9324 96.12 95.41 96.88
MNIST lineareval | 9640 - 9842 9738  96.66 98.67 98.45 99.01 Text2Image Models
STL10 lineareval | 80.12 - 98.89 9729 9751 99.03 98.02 99.21 AUnGAN [88] - - - 23.30/35.20 /- /-
Country211 lineareval | 8.87 - 2892 2512 2645 28.99 27.81 29.94 DM-GAN [89] - - - 32.20/26.50 - -

— DALLE [32] (250M) 12B - - - 17.90/27.50 —I- -
Vision Avg. 49.84 7812 7456  74.14 78.56 77.34 79.80 DALLE [32] (640M)! aoM - - - 1579 1999 e e
VQAV2 fine-tuning - - 7249 5981 72.12 73.89 75.03 76.44 CogView [90] 4B _ _ _ 18.20/27.10 i /-
SNLI-VE fine-tuning - - 7889 7353  78.74 79.11 79.63 80.01 -

NLVR2 fine-tuning | - - - - 77.45 77.91 79.72 80.25 Unified Models

[2T@B4 fine-tuning - - - - 38.00 38.50 38.10 39.20 Unifying [91] 228M ~ - 37.3/1226 —129.90 - -

2T@C fine-tuning - - - - 126.96 128.66 12891 130.44 FLAVA [34] 240M 8033 7554/- - - 72.80/72.49 .

T21@IS T fine-tuning - - - - - 17.55 - 2241 SimVLM [30] (640M)t  153M 8327  76.04/—  385/128.7 - 7504 /7503 78.82/79.72

T21@FID | fine-tuning - - - - - 23.58 - 19.82 SimVLM [30] (1.8B) 8340  80.60/ 39.0/134.8 77.87/78.14  81.72/81.77

T21@IS T zero-shot - - - - - 14.91 - 17.44 OFA [31] 180M 8430 /82.20 1135.6 21.50* 1 20.80" 76.00 / /

T2I1@FID | zero-shot - - - - - 29.83 - 24.21 DAVINCI 154M  83.13 78.81/83.92 39.2/130.4 17.44(22.41%)/24.21 (19.82%)  76.32/76.44  80.03/80.25

Multi-modal Avg. - - - - 78.65 79.61 80.28 81.27

Table 3: Comparison with state-of-the-art vision-language models on vision, language and multi-modal

Table 2: Experimental results on vision, language and multi-modal downstream tasks. MNLI results are downstream tasks. All results are from base-size models. LE and FT denote linear evaluation and fine-tuning
average of MNLI-m and MNLI-mm. MRPC and QQP results are average of accuracy and FI1. Matthews performance, respectively. Image2Text results are reported without CIDEr optimization. T are our reproduced

correlation coefficient (MCC) is reported for CoLA and Pearson correlation coefficient (PCC) is reported for * . P . trni .
STS-B. @B4, @C denote BLEU@4, CIDEr, respectively. For all other tasks we report accuracy. 12T and T21 models. * are the results after fine-tuning. SimVLM (1.8B) and OFA are pre-trained with much larger corpus or

denote image-to-text and text-to-image tasks. Multi-modal Ave. is the average score of VQAv2, SNLI-VE, human-labeled daFa of many downstream tasks, thus they are not comparable and labeled in gray. beld denotes
NLVR2, I2T@B4 and 12T@C. the best across unified models.
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Analyses Conclusion
* Impact of Pre-training Datasets (1) Introduce prefix multi-modal modeling,
Settings Pre-training Data #lmage #Caption Models COCO Captions VQA SNLI-VE NLVR2 a. Simple unified generative ViSion-
ID SWD ORD VD LWD . " B@4/C  Acc Acc Acc 1 t . . f 1( th t
Lo M 1M NG a0 92 622 TS anguage pre-training rramewor a
2 v A is scalable for large-scale pre-training
— o e it RS e A - . .
4« TR A and versatile for multiple modalities
S0 0 v 0 e s gmUM WS T A on (vision, language, multi-modal) and
6 ¢ o s PN T e mes s e tasks (understanding or generation).
SInVLM 379712550 7464 7905 7768
TV Y. 60LSM6026M - viner 381712591 7491 7922 7812
8 v v v/ 0 eisMoeaM iUt ) i 7631 Soad 8003 o
Table 4: Evaluation on downstream tasks using COCO Captions, VQA, SNLI-VE, and NLVR2. #Image (2) Propose DAVINCII a V1810n_1anguage
and #Caption denote the numbers of images and image-text pairs that are used in the pre-training. Results are . .
reporied on the development b, geriextpain e previraining, Bewt foundation model, and show that it
« Ablation Study performs competitively across tasks

CoCo SNLI-VE NLVR2 and modalities.
Method

B@4/C Acc Acc
No Pre-training 32.1/96.71 54.23 51.08 . .
o s 030 e T s (3) Conduct an analysis about the impact
- PLM 336/111.17 73.91 53.28 . L
iy warliess | 7579 | eome of different pre-training data sources
— Text2Text 34.1/115.21 75.38 70.34 on the performance Of Seqzseq VLMS.

Table 5: Ablation study on COCO Captions, SNLI-
VE and NLVR2. “~” denotes removing the correspond-
ing objective. Results are reported on development set.
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Visualization of Image Generation

DALLE

OFA

Ours

e, ,‘-‘_#'__.

meat sitting on a plate with green a fire hydrant sitting in a

a large flower is sitting in the a park with flowers on a
vegetables on the side front yard next to a sign

vase on the shelf sunny day
Figure 2: Comparison with DALLE and OFA on text-to-image generation.

Diao, S., Zhou, W., Zhang, X. and Wang, J., 2022. Prefix Language Models are Unified Modal Learners. arXiv preprint arXiv:2206.07699.
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o DeepMind 28-04-2022

* Flamingo: a Visual Language Model
for Few-Shot Learning

Jean-Baptiste Alayrac -, Jeff Donahue”, Pauline Luc”, Antoine Miech”, lain Barr’, Yana Hasson',
Karel Lenc', Arthur Mensch', Katie Millican', Malcolm ReynoldsT, Roman Ring', Eliza Rutherford”,
Serkan Cabi, Tengda Han, Zhitao Gong, Sina Samangooei, Marianne Monteiro, Jacob Menick,
Sebastian Borgeaud, Andrew Brock, Aida Nematzadeh, Sahand Sharifzadeh, Mikolaj Binkowski,
Ricardo Barreira, Oriol Vinyals, Andrew Zisserman, Karen Simonyan’k’jIE
“Equal contributions, ordered alphabetically, "Equal contributions, ordered alphabetically, ¥ Equal senior contributions

Alayrac, J.B., Donahue, J., Luc, P., Miech, A., Barr, I., Hasson, Y., Lenc, K., Mensch, A., Millican, K., Reynolds, M. and Ring, R., 2022. Flamingo: a visual language model for few-shot learning. arXiv
preprint arXiv:2204.14198.
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Motivation

* VLMs simply provides a similarity score between a text and an image, but they can only tackle limited
use cases such as classification, where a finite set of outcomes is provided beforehand.

* Lack the ability to generate language, less suitable to more open-ended tasks.

« Not yet shown good performance in low data regimes.

Challenges of multimodal generative modelling

 Unifying strong single-modal models.
 Itis crucial to keep the pretrained model’s language understanding and generation capabilities.
* Supporting both images and videos.
» The 2D spatial structure and high dimensionality of images and videos is not immediately amenable to the
homogeneous treatment as a 1D sequence commonly used in unimodal text generation.
+ Obtaining heterogeneous training data to induce good generalist capabilities.

« Paired image / caption datasets alone may not be general enough to induce few-shot learning and task
induction capabilities like GPT-3.
* The images and text are often only weakly related.

Alayrac, J.B., Donahue, J., Luc, P., Miech, A., Barr, I., Hasson, Y., Lenc, K., Mensch, A., Millican, K., Reynolds, M. and Ring, R., 2022. Flamingo: a visual language model for few-shot learning. arXiv
preprint arXiv:2204.14198.
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Approach

* Visual processing and the Perceiver Resampler

. Pretrained and frozen OUtPUt: text
« Conditioning a frozen language model on visual Trained fron sorateh a very serious cat.

during Flamingo training

representations
| ——

—

Perceiver Perceiver n-th GATED XATTN-DENSE
Resampler Resampler |

* Multi-visual input support: per-image/video
attention masking

t

1st GATED XATTN-DENSE

e ——

L

Processed text

<image> This is a very cute dog. <image> This is

Input: text and visual
data interleaved

This is a very cute dog. mThis is

,

Visual data
processing

Figure 3 | Overview of the Flamingo model. The Flamingo models are a family of visual language model
(VLM) that can take as input visual data interleaved with text and can produce free-form text as output. Key to
its performance are novel architectural components and pretraining strategies described in Section 3.

Alayrac, J.B., Donahue, J., Luc, P., Miech, A., Barr, |., Hasson, Y., Lenc, K., Mensch, A., Millican, K., Reynolds, M. and Ring, R., 2022. Flamingo: a visual language model for few-shot learning. arXiv
preprint arXiv:2204.14198.



Approach

* Visual processing and the Perceiver Resampler
* Vision encoder: from pixels to features.

* Normalizer Free ResNet (NFNet).

* Pre-trained & frozen.

* Perceiver Resampler: from varying-size large
feature maps to few visual tokens.

* a variable number of image or video
features => a fixed number of visual
outputs.

* learn a predefined number of latent
input queries to cross attend to the
flattened visual features.

a1
j (B —
bbbttt 117
rrrE
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def perceiver_resampler(

1

x_f, # The [T, S, d] visual features (T=time, S=space)
time_embeddings, # The [T, 1, d] time pos embeddings.
%, # R learned latents of shape [R, d]

num_layers, # Number of layers

"""The Perceiver Resampler model."""

# Add the time position embeddings and flatten.
x_f = x_f + time_embeddings
x_f = flatten(x_f) # [T, §, d] -> [T = 5, d]
# Apply the Perceiver Resampler layers.
for i in range(num_layers):
# Attention.
x = x + attention_i(g=x, kv=concat([x_f, x]))
# Feed forward.
x = x + ffw_i(x)

return x

Figure 4 | The Perceiver Resampler module maps a variable size grid of spatio-temporal visual features
coming out of the Vision Encoder to a fixed number of output tokens (five in the figure), independently of
the input image resolution or the number of input video frames. This transformer has a set of learned latent
vectors as queries, and the keys and values are a concatenation of the spatio-temporal visual features with the
learned latent vectors. More details can be found in Section 3.1.1.

Alayrac, J.B., Donahue, J., Luc, P., Miech, A., Barr, I., Hasson, Y., Lenc, K., Mensch, A., Millican, K., Reynolds, M. and Ring, R., 2022. Flamingo: a visual language model for few-shot learning. arXiv

preprint arXiv:2204.14198.
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* Conditioning a frozen language model on visual representations
* Interleaving new gated xattn-dense layers within a frozen pretrained LM

pretrained blocks from a text-only language model, + blocks trained from scratch
that use the output of the Perceiver Resampler as one input.

A tanh-gating mechanism: It consists
in multiplying the output of a newly
added layers by tanh(«a) right before

V| der gated_xattn_dense(
¥y, # input language features
b ¢ # input visual features

alpha_xattn, # xattn gating parameter — init at 8.

alpha_dense, # ffw gating parameter — init at @.

i
i ):

adding it to the input representation | et ] B

from the residual connection, where | ! | [
. . X —E—> GATED XATTN-DENSE E i FFW : # f sit:n:e: ::r:-:;:e[uiwi; Layer

a is a layer-specific learnable scalar HR— I : s

initialized at 0. | s | || TS

return y # output visually informed language features

o
E
< T ‘

= g = a=[v]
= ,?%7*/ = Yoo e b
S = C 7 = Vision Language
2 = 5 7 = input input
5 - i 7 -
: - Yy :
g e 2/ - Figure 5 | GATED XATTN-DENSE layers. We insert new cross-attention layers, whose keys and values are
g - = 7 . . - . . .
< ’ /,/ obtained from the vision features while using language queries, followed by dense feed forward layers in
:: 2 between existing pretrained and frozen LM layers in order to condition the LM on visual inputs. These layers
Training progress & Training progress 6 are gated so that the LM is kept intact at initialization for improved stability and performance.
(a) Autention tanh gating (b) FFW tanh gating.

Figure 14 | Evolution of the absolute value of the tanh gating at different layers of Flamingo-3B.



Approach

* Multi-visual input support: per-image/video attention masking
* Interleaved sequence of visual data and text.
* Multi-image attention.

_ Masked cross_attention

Cute pics of my pets! K=¥=[X]

Rezemplar Rezampler

Ll e LD DL L L ] e e

grass @1’ a ] ] a  a B oa & 1.1 11 1 1 1 1 1 1 1 2 R 2 = 2 2 2 2l 2
Y} <B05+ Cute pics of my pets!<EOCx<image~My puppy sitting im the grass. <E0C=<imageMy cat looking wery dignified.<EDC=
B [

tokenization

My cat looking very T
dignified. <B0S>Cute pics of my pets!<E0C><image>My puppy sitting in the grass.=EOC><image> My cat looking wery digmified.<EQC=>

Input webpage ——— Processed text: <image= tags are inserted and special tokens are added Image 1 Image 2

Figure 6 | Interleaved visual data and text support. Given text interleaved with images/videos, e.g. coming
from a webpage, we first process the text by inserting <image> tags at the location of the visual data in
the text as well as special tokens (<BOS> for “begining of sentence” or <EOC> for “end of chunk”). The

images are processed independently by the Vision Encoder and Perceiver Resampler to extract visual tokens.

Following our modeling choice motivated in Section 3.1.3, each text token only cross-attends to the visual
tokens corresponding to the last preceding image. The function ¢ illustrated above indicates for each token
what is the index of the last preceding image (and 0 if there are no preceding images). In practice, this selective
cross-attention is achieved via a masked cross attention mechanism — illustrated here with the dark blue entries
(non masked) and light blue entries (masked).

sual Language Model for Few-Shot Learning O

Tencent
Al Lab



Tencent

sual Language Model for Few-Shot Learning O Al Lab

Approach

* Training on a mixture of vision and language
datasets (Interleaved image and text)
* Training objective and optimization strategy Viston to Text tasks (ipursvision, outpuisie)
* minimizing a weighted sum of dataset specific
expected negative log likelihood of text given
some visual inputs:

Elephants
A cat wearing walking in
sunglasses. the savanna.

<B0S=<image>Output: A cat wearing sunglasses.<EOC=<image>Output: Elephants walking in the savanna.<EOC»<image>Output:
Processed prompt

Visual Question Answering Task (input=visiont+text, output=text)

M L

Support examples Query
2 Am Egeyy-ny = ) 10g p(yely<e, x<e) -
m=1 t=1 | =

\ What's
9 the cat sunglasses
wearing?

What is on
the water?

Ho\vf many 3
animals?

) Task adaptation With feW_ShOt in_context learning | <B0S><image~Question: What's the cat weaEjljnegsfljinns:wi‘rh;tsu;sg](.)ansstehs;Ewoa(‘?;r:i:?maf:;\l?euf:stion: How many animals? Answer: 3<im;ge>

Processed prompt

Figure 8 | Few-shot interleaved prompt generation. Given some task-specific few-shot examples (a.k.a.
support examples) and a query for which Flamingo models have to make a prediction, we build the prompt
by interleaving the image before each corresponding text. We introduce some formatting to do this, e.g.
we prepend "Output:" to the expected response for all vision to text tasks or use a formatting prompt
"Question: {question} Answer: {answerl}" for visual question answering tasks.

Alayrac, J.B., Donahue, J., Luc, P., Miech, A., Barr, I., Hasson, Y., Lenc, K., Mensch, A., Millican, K., Reynolds, M. and Ring, R., 2022. Flamingo: a visual language model for few-shot learning. arXiv
preprint arXiv:2204.14198.
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[ ]
Experiments
Dataset Task description Eval set Metric
ImageNet-1k [103] v Object classification Val Top-1 acc.
MS-COCO [18] v v Scene description Test CIDEr
VQAv2 [3] v v Scene understanding QA Test-dev VQA acc. [3]
o OKVQA [75] v v External knowledge QA Val VQA acc. [3]
o  Flickr30k [149] v Scene description Test (Karpathy) CIDEr
E VizWiz [40] v Scene understanding QA Test-dev VQA acc. [3]
TextVQA [108] v Text reading QA Val VOQA acc. [3]
VisDial [22] Visual Dialogue Val NDCG
HatefulMemes [60] Meme classification Seen Test ROC AUC
Kinetics700 2020 [110] Action classification Val Top-1/5 avg
VATEX [132] v v Event description Test CIDEr
MSVDQA [140] v ' Event understanding QA Test Top-1 acc.
YouCook2 [161] v Event description Val CIDEr
o MSRVTTQA [140] v Event understanding QA Test Top-1 acc.
ﬁ iVQA [145] v Event understanding QA Test iVQA acc. [145]
»  RareAct [81] Composite action retrieval  Test mWAP
NextQA [139] v Temporal/Causal QA Test WUPS
STAR [138] Multiple-choice QA Test Top-1 acc.

Table 2 | Summary of the evaluation benchmarks. pEv benchmarks were used to validate general design
decision of the Flamingo models. Gen. stands for generative task where we sample text from the VLM. If a task
is non-generative it means that we use VLM to score answers among a given finite set. For most of our tasks we
use a common default prompt, hence minimizing task-specific tuning (see Section 4.1.3).

Tencent
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model sharding GATED XATTN-DENSE

Resampler | count

Flamingo-3B
Flamingo-9B 1.6B (every 4th)

10B (every 7th)

Total
194M | 3.2B
194M | 9.3B
194M 80B

Table 1 | Parameter counts for Flamingo models. We focus on increasing the parameter count of the frozen
LM and the trainable vision-text GATED XATTN-DENSE modules while maintaining the frozen vision encoder
and trainable Resampler to a fixed and small size across the different models. The frequency of the GATED
XATTN-DENSE with respect to the original language model blocks is given in parenthesis.

Alayrac, J.B., Donahue, J., Luc, P., Miech, A., Barr, I., Hasson, Y., Lenc, K., Mensch, A., Millican, K., Reynolds, M. and Ring, R., 2022. Flamingo: a visual language model for few-shot learning. arXiv
preprint arXiv:2204.14198.
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w
= E
s o o & s 2 9 3 3 s £ 3
Method  FT Shot g 5 g S g 2 2 E é 3 = = % g 2 3
2 o 2 = s & g a g @ = 8 z E e
T
Jero/Few [391 (241 (1341 [64] 641 [145] 1531  [87] (941 (941
o, X 433 382 322 352 - ; 192 122 - 394 116 - - 661 407
xX) (16) 4 (0) (0) (0) ()] (0) (0) (0 (@
X 0 412 492 730 275 401 289 606 11.0 327 558 39.6 461 30.1 213 537 584
X 4 433 532 850 330 500 340 720 149 357 646 413 473 327 224 536 -
Flamingo35 X 8 446 554 906 370 545 384 717 196 368 680 40.6 476 324 239 547 -
X 16 456 567 954 402 S7.1 433 734 234 374 732 401 475 31.8 252 553 -
X 32 459 571 990 426 592 455 712 256 377 767 416 O00C 306 261 563 -
X 0 447 518 794 302 395 288 615 137 352 550 4L8 480 318 230 57.0 57.9
X 4 493 563 931 362 517 349 726 182 377 708 428 504 336 247 627 -
Flamingo-98 X 8 500 580 990 408 552 394 734 239 400 750 43.4 512 336 258 63.9
X 16 508 594 1022 445 585 430 727 27.6 415 772 424 513 335 27.6 645 -
X 32 510 604 1063 472 574 440 728 204 407 773 412 0OC 326 284 635 -
X 0 506 563 843 356 467 316 672 174 407 601 397 520 350 267 464 60.8
X 4 574 631 1032 417 560 39.6 751 239 441 745 424 556 365 308 68.6 -
Flamingo X 8 575 656 1088 455 60.6 448 782 276 448 807 423 564 373 323 700 -
X 16 578 668 1105 484 628 484 789 300 452 842 41.1 56.8 37.6 329 700 -
X 32 578 676 113.8 523 651 498 754 310 453 868 422 00C 379 335 700 -
S 544 802 1433 479 763 572 674 468 354 1387 367 752 547 252 754
el v (39] (150 [134] (32 [165] (701 (1621 (571 [145] [142] [138] (871 [147] (139] [60] -
: (X) (10K) (444K) (500K) (27K) (500K) (20K) (30K) (130K) (6K) (10K) (46K) (123K) (20K) (38K) (9K)

Table 3 | Comparison to the state of the art on multimodal benchmarks. A single Flamingo model reaches
state-of-the-art on a wide array of image and video tasks with in-context learning from as few as 4 examples
per task, beating previous zero-shot or few-shot method by a large margin. More importantly, using only 32
examples and without adapting any model weight, Flamingo outperforms the current best methods on 7 tasks,
that are fine-tuned on thousands of annotated examples. Best few-shot numbers are in bold. Best numbers
overall are underlined. See also Figure 2 that illustrate the table. OOC: out-of-context, which happens when

the few-shot prompt is longer than the maximum sequence length the model has been trained on.
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L]
Experiments

< 5]
o ) < g
o o =] [ o =] o =
Method z 3 é = E =] 3 = =
o = N = ] = = 2
= © = = &= - k) 3]
= - 2

test-dev  test-std | test test | test-dev test-std | test | valid [ test-std | valid | valid | test-std | test seen 3 100.0% -

* Flamingo - 32 shots ~ 67.6 - 113.8 65.1 498 - 31.0 56.8 - 86.8 36.0 - 70.0 E < —8— Flamingo 80B
SimVLM [134] 80.0 803 143.3 - - - - - - - - - - 5 . Flamingo 9B
OFA [129]  79.9 80.0 149.6 - - - - - - - - - £n 90.0% - Flaminao 38
Florence [150] 80.2 80.4 - - - - - - - - R - - 0o a go
* Flamingo Fine-tuned 82.0 82.1 138.1 84.2 65.7 65.4 47.4 61.8 59.7 1186 57.1 54.1 86.6 8 Cl>»‘ 80.0%
— s . o
Restricted SotAt 80.2 80.4 143.3 ?6.3 - - 46.8 75.2 74.5 138.7 54.7 73.7 75.4 = E’
[150] [150] [134] [165] - - [571 [871 [87] [142] [147] [92] [60] 8 u
Unrestricted SotA 81.3 81.3 149.6 81.4 57.2 60.6 - - 75.4 - - - 84.6 g 70.0% -
[143] [143] [129] [165] [70] [70] = - [133] - - - [164] I T T

0 4 8 16 32
Table 6 | Comparison to SotA when fine-tuning Flamingo. We fine-tune Flamingo on all nine tasks where Number of shots
Flamingo was SotA overall with few-shot learning. Flamingo sets a new SotA on five of these tasks sometimes
even beating methods that resorts to known performance optimization tricks such as model ensembling (on
VQAv2, VATEX, VizWiz and HatefulMemes). Best numbers among the restricted SotA are in bold. Best numbers
overall are underlined. Restricted SotA': only includes methods that use a single model (not ensembles) and do not

directly optimise the test metric (no CIDEr optimisation).

Alayrac, J.B., Donahue, J., Luc, P., Miech, A., Barr, I., Hasson, Y., Lenc, K., Mensch, A., Millican, K., Reynolds, M. and Ring, R., 2022. Flamingo: a visual language model for few-shot learning. arXiv
preprint arXiv:2204.14198.
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Experiments
SotA Comparison Effect of Number of Shots Effect of Model Scale
NextQA — % #
iVQA _E— _ #
Flick30K _ — —
STAR - 107%. 115% # _
MSVDQA - 3% 109% hl ﬁ
OKVQA - 30%- 106% ;ﬁ . .I_'*. :
%M 1930 — —
HatefulMemes - 88/::. : 93% : i
VizWiz | : |
VATEX i i E
VQAV2 48% [eave] ! i i
coco 1722 Flamingo (80B) L Elami (80B) i 32 shot
oo == 5! | Flamingo | shots
VisDial 4159 Previous E B 32 shots E I Flamingo (80B)
: Zero,‘few_shot : D 8 SthS : D F|amlng0—9|3
TextVQA_ SotA E [ 0 shots E 1 Flamingo-3B
MSRVTTQA{ 41%[I66% ! i :
| 1 ]
Youcook? {INNNNGER ; ;

0% 50% 100% 150% 50% 75% 100% 125% 150% 50% 75% 100% 125% 150%
Performance relative to Fine-Tuned SotA

Alayrac, J.B., Donahue, J., Luc, P., Miech, A., Barr, I., Hasson, Y., Lenc, K., Mensch, A., Millican, K., Reynolds, M. and Ring, R., 2022. Flamingo: a visual language model for few-shot learning. arXiv
preprint arXiv:2204.14198.



Examples

Input Prompt

)

[ # Completion ]

sual Language Model for Few-Shot Learning O

a flamingo. They are

This is a picture of two teddy
[ beats on the moon.

What are they doing?
= They are having a conversation.
What object are they using?
= It looks like a computer.
Is this surprising?
= Yes, it is surprising.

Why is this picture surprising
to you?
I think it is surprising because
teddy bears are not usually
™ found on the moon.

This is a chinchilla. This is a shiba. They found in the
They are mainly found are very popular in This is $
in Chile. Japan. Canbb:;ln e::: South
4
Wl}at. is the title of this Where is this painting What is the name of
pamn:ﬁ;? AnSiers e displayed? Answer: the city where this was Arles.
Hallucinogenic Louvres Museum, Paris. painted? Answer:
Toreador.
]
Output: "Underground” 'ICONGRESS :{’)l‘)- Output: "Congress" Output: "Soulomes”
2+1=3 = 5+6=11 3x6=18
Output: A propaganda
pods:::sggpﬁnrg:csat Output: A pink room A portrait of Salvador
; i i Output: i wi
emperor Napoleon with a ﬂgg::lgo pool utpu Dali “;:iha: robot
holding a piece of > 2
cheese.
Les sanglots longs des
violons de P'automne Pour qui sont ces Je suis un ceeur qui
blessent mon coeur serpents qui sifflent sur bat pour vous
d’'une langueur vos tétes? =
monotone.
pandas: 3 - dogs: 2 giraffes: 4
- . , my favourite play is . : Dreams from my
1 like reading Hamlat. T alic ke , my favorite book is Father
What happens to the
man after hitting the he falls down.
ball? Answer:

(&
)
e
What is the common thing
about these three images? [}
(@ They are all flamingos.
What is the difference between
these three images? )
The first one is a cartoon, the
second one is a real flamingo,
and the third one is a 3D
= model of a flamingo.
5}
This is an apple with a sticker
* onit
What does the sticker say?
(™ The sticker says "iPod".
Where is the photo taken? &
It looks like it’s taken in a
™ backyard.
Do you think it is printed or
handwritten? ®
(™ It looks like it’s handwritten.
What color is the sticker? &

™ It's white.
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Conclusion

* A novel architecture for accepting arbitrarily interleaved visual data and text as input and generating
output text in an open-ended manner.

 Architectural innovations and training strategies that effectively leverage large pretrained vision-only
and language-only models, preserving the benefits of these initial models while efficiently fusing the
modalities.

- Efficient ways to adapt to visual inputs of varying size, making Flamingo applicable to images and
videos.

« Flamingo sets a new state of the art in few-shot learning on a wide array of 16 multimodal language
and image/video understanding tasks.

Alayrac, J.B., Donahue, J., Luc, P., Miech, A., Barr, I., Hasson, Y., Lenc, K., Mensch, A., Millican, K., Reynolds, M. and Ring, R., 2022. Flamingo: a visual language model for few-shot learning. arXiv
preprint arXiv:2204.14198.
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Rough Overview

* Description:
* Creation: Image Inspired Poem Generation, etc.
« Dialogue: VQA, Image/Video -grounded Dialogue, AVSD, etc.

e Others:
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Image Inspired Poem Generation

* Image Inspired Poetry Generation in Xiaolce

sentence
That is why we keep silent in a place no one knows. prediction
~ —\ \
~N
I - I compose . I - 1 _ . A I JE AR AR I
S Rt £ A (city) 0.61 : : . i
Wo Pow, P wy P wi word 4 i (city) The city flows slowly behind him
start of g mab |l e : a : place s ‘ Prif (street) 0.26 s
—— i : ffic light) 003 || K d
[ E $ 3 t : $ : Re AT (tralfic loht) F:tyevr::f 1= #E (busy) My life is busy.
i 3 : sentence level 4| Keyword 2% (Road) 0.03 9 : . . .
HL LSTM dl| Extraction 2| .14 4 (tiny car) 001 + A P BAN A F2 TN S8 89 307 R AP
V... *® \ X - Keyword 37 (place) titomatic That is why we keep silent in a
e fE= &k (busy) 0.50 Expansion Evaluator
LPr I 188 (scarc) 016 place no one knows.
. .I b2
( ) ) ( ) ( Y| oemieve 384 (broken) 0.07 A% (smile) || Reject Accept | WALKAMEXE
...... LSTM when when With lips curl into phony smile.
$ $ $ 3 low score high score )
( sentence encoder ) \ N—/ \
4 4 4 A Keyword Generation Poem Generation
poem
b ) A l; L < sentence
s;f;f':' ine ‘:g‘i':“;msi;fw'y My life is busy. 7

Wen-Feng Cheng, Chao-Chung Wu, Ruihua Song, Jianlong Fu, Xing Xie, and Jian-Yun Nie. 2018. Image Inspired Poetry Generation in Xiaolce.CoRRabs/1808.03090(2018). arXiv:1808.03090
http://arxiv.org/abs/1808.03090



Image Inspired Poem Generation

* Beyond Narrative Description: Generating Poetry
from Images by Multi-Adversarial Training.
* Images2poem: Generating Chinese poetry from

image streams.

| |
| : l; i | |
| : i I i | 11 h,
| ' Visual i Encode +’
| ! CNN Attribute  * ;
| Detecors e A . | f =
I! 7 i l Sy i > o
| | Vi a b 1 Ii//' '\\\} : s
:: — | Y Fnrode/—yi—b Xi i I » LSTM > Yl
Xi ' e | | 3 :
. : Selection
I b ;| | '
| . i i
\ Im 1 | hnm
\ ‘ Encode — X\y =} LSTM
\ \ //
s : —_ x>

Image Stream Encoder

Mechanism
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r Multi-Adversarial Training j

(b) Poetic CNN features

Deep Coupled Visual-Poetic Embedding Model

&

_ 8

d Bl B

= 2

2

= | |

g 2 el

POSparser w5 £ 2| | £ 5 &z
— Tlgs¥ |58 || 5F
buttercups and daisies[1]| |~ 2 *| | = & -

o ent

(e) Multi-modal space

oh the pretty flowers[2]
coming ere the springtime[3]
to tell of sunny hours[4]

(¢) skip-thoughts model

(a) image and poem pairs  trained on PoemcC

Mean pooling T

(d) sentence features

1]
2]
3]
4]

Generator as Agent

<BOS>

buttercups

é&* <E0S>

(f) RNN generator

Discriminators as Rewards

(g) Multi-Modal Discriminator
—> C, (¢ = paired)

O
Bl Y
ial

Y

/

(h) Poem-Style Discriminator
C,(c = poetic)

Generated

Disordered

Paragraph

R=/C

m

+(1-4C,

Adaptive
Self-attention
Mechanism

Context

vector l

Poetry Decoder

L (i) Policy Gradient —I

Bei Liu, Jianlong Fu, Makoto P. Kato, and Masatoshi Yoshikawa. 2018. Beyond
Narrative Description: Generating Poetry from Images by Multi-Adversarial Training.
CoRRabs/1804.08473 (2018). arXiv:1804.08473 http://arxiv.org/abs/1804.08473

Lixin Liu, Xiaojun Wan, and Zongming Guo. 2018. Images2poem: Generating
Chinese poetry from image streams. In Proceedings of the 26th ACM international
conference on Multimedia. 1967-1975.
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Image Inspired Poem Generation

*  Multi-Modal Experience Inspired Al Creation

sequential
experiences
appeared in
the writer's

mind

‘When the rain is blowing in your face <
And the whole world is on your case

I could offer you a warm embrace
\

To make you feel my love

a warm embrace

Figure 1: A toy example of the human creation process. The
inputs and outputs are sequentially corresponded in a loose
manner, that is, each input may influence multiple outputs.
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me Other Multi-modal Text Generation Taskso rencent

Experience Enhanced

Sentence Decoder
Vs ™~
& O A7
[ GPT-2

U U v

( Projector ]
Word

Embeddings

Experience

Topic Embeddings

Prompt

Modeling Fusion Network
— : ~N : ~
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Figure 2: The framework of our proposed MMTG model. Experiences are shown in image and text sequences. An image
corresponds to its text at the same time step. The modules of Multi-Channel Sequence Processor, Spanning Influence Modeling,
Multi-Modal Fusion Network, and Experience Enhanced Sentence Decoder are presented from left to right.

Qian Cao, Xu Chen, Ruihua Song, Hao Jiang, Guang Yang, Zhao Cao. 2022. Multi-Modal Experience Inspired Al Creation. In Proceedings of the 30th ACM international conference on Multimedia.



me Other Multi-modal Text Generation Taskso rencent

Multimodal Dialogue

Image Caption => VQA (Visual: image & video)
Visual Dialog (VisDial)
* [Visual Dialog], [DMRM], [Are You Talking to Me?]=>GAN+RL, [FlipDial], [Improving Cross-Modal Understanding in
VisDial], [VD-BERT], [VU-BERT]
Image-Grounded Conversations (IGC)
* [Image-Grounded Conversations:...|=>QG+RG, [Image-Chat], [MMChat], [MM Open-Domain Dialogue]
Visual Context

* [OpenViDial 1.0/2.0], [Modeling Text-visual Mutual Dependency 4 MDG]

*  Multimodal Emotion Recognition (MER): [Emotion-Aware Multimodal Pre-training...], [M3ED], [MELD], [MSCTD],
[Modality-Transferable Emotion Embeddings...]

*  MDS (Multimodal Dialogue System) (multi-images, in retail): [MDS: Generating Responses via Adaptive Decoders], [MDS via
Capturing Context-aware Dependencies...], [A non-hierarchical attention network...], [Towards Building Large Scale...]

Audio Visual Scene-Aware Dialog (AVSD) [aka. Video Dialog/ Video-Grounded Dialogue Systems (VGDS)]

* [Audio Visual Scene-Aware Dialog], [AVSD Generation with Transformer-based Video Representations], [Bridging Text and
Video], [Dynamic Graph Representation Learning for Video Dialog], [End-to-End AVSD using...], [Multimodal Transformer
Networks for End-to-End...], [Video-Grounded Dialogues with PGLMs], [VX2TEXT]

Multimodal Response

* [An animated picture says at least 1k words], [Multimodal Dialogue Response Generation], [PhotoChat], [Towards Expressive

Communication with Internet Memes]
Misc (Special setting)

*  VQA on Game: [GuessWhat?!], [Learning Cooperative Visual Dialog Agents with Deep RL]

* Construct Visual Latency: [Open Domain Dialogue Generation with Latent Images], [Text is NOT Enough], [Maria]

* Live Comments: [LiveBot], [Response to LiveBot]
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Multimodal Dialogue

Captioning
Two people are in a
wheelchair and one is
holding a racket.

Place near my house is getting ready Is the photo in color?

for Halloween a little early. 5
Yes £
Visual Dialog Don't you think Halfloween should be - Is the photo close up? 4
VaA Q: How many people are on Visual Dialog e O A person walks by a bag and leaves a book. ]
wheelchairs ? Q: What is the gende[ of the — - Is this at a farm?
. That'd be fi 4 f
Q: S:V\:r:gzvghgﬁzge A: Two one in the white shirt ? e e ‘ Possibly ( Poesishe.walkiquickly or slowly? 3
A5 TG ) Q: What are their genders ? A: She is a woman Do you think it's for Halloween? o She walks pretty slowly back and forth @
‘ A: One male and one female : Q: What is she doing ? iy favorite holidayas well That is possible before putting down the book
& Eiowsmany whesithiaiiss Q: Wh:‘.l’: 2ne is holding a A: Playing a Wii game . . : Do you see anyone? { Cah you heat.ary aiidlo; spealing ‘or iokesd E
A: One gl Lx lpinatamanio herigit L:fr\nl:lrciﬁﬁ;:t?::rdet:e;atr:rfg:| - e ° Just unintentional noise (i.e. her feet
A: The woman A: No, it's a woman bought one. Tuyslsteiise? Agent \@ moving on the floor, etc) ] User
| No
. . or . .. . . Well, it's a good thing that they = y o : ;
Figure 2: Differences between image captioning, Visual Question Strtng oselhem earythisyearl Ay huge pumpkins? Figure 1: In Audio Visual Scene-Aware Dialog, an agent’s task
Answerlng (VQA) and Visual DI‘d]Og. Two (partlal) dlalogs are is to answer nd.tuml language questions dl?OUt a short v1de9. The
h f VisDial d hich i df 1i h Fi 2 Typical . . agent grounds its responses on the dynamic scene, the audio, and
shown from our VisDial dataset, which 1S curated from a live chat 1gure 2: yplc‘} c'rowd.sourced conversations 1n the history (previous rounds) of the dialog, dialog history, which
between two Amazon Mechanical Turk workers (Sec. 3). IGC (left) and VisDial (right). begins with a short script of the scene.

’5\’1: Sir, we are headed into a storm of more than 8 X3: If we don't shorten sail and bear off it'll catch N
! Xs: Mr. Lawrence, hold our course X7: We'll lose half a day running like that,|
knots. us on the beam. M (AT ¥ |
o - p——— ity 4 S RIFRNTHY . % 2 SHREF K
A AT SEBHRAE. (sianshens, V3: 2T Apits (obi | RIFRNITAL Yy SRRCMESE,
i xidnsheng. baochi women de hangxiang ) (ruo bikai hui tudvan bantidn. )

uo 8 haili de féngbao.) jidnsu he zhuanxi idao

\

women zheng mianlin chdngt.)

(a) curriculum:
R
(b) route:

|
|
i
|
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Figure 1: An overview of the proposed models NoVisual, CoarseVisual and FineVisual.
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Discuss

* Multi-modality really helps. => But how and how much?

« X-Attention, Fusion at different levels, Visual/ Textual Prompts => Is there a better way to integrate
multi-modal information for text generation?

* VLP models are strong, benefited from both huge data and model size. => How to better use VLP

models to help text generation, especially domain specific tasks?
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