


Constituency Parsing



• Tree Structure

• Token Representation

• Span Representation

• Scoring Function

• Training

• Inference

• Research Question
o Model makes local prediction on each span representation. 

How to model the output dependency in the encoder?



Constituency Parsing



• Auxiliary training objective 1: Pattern Prediction

o Pattern prediction

o Pattern Loss



• Auxiliary training objective 2: legality between pattern and constituent
o Constituent span (𝑖! , 𝑗! , 𝑙!")  is a subtree of pattern span (𝑖!# , 𝑗!# , 𝑙!#

$ ) 
-> 𝑙!" is legal to co-occurrence with 𝑙!#

$ .

Both NNS and NP are legal to occur as sub-trees of the 3-gram pattern {VBD NP PP} 
S or ADJP cannot be contained with in {VBD NP PP} based on the grammar rule.



• Auxiliary training objective 2: legality between pattern and constituent
o Constituent span (𝑖! , 𝑗! , 𝑙!")  is a subtree of pattern span (𝑖!# , 𝑗!# , 𝑙!#

$ ) 
-> 𝑙!" is legal to co-occurrence with 𝑙!#

$ .

o Instance-level Consistency

o Corpus-level Consistency

o Consistency Loss 



The three training objectives in NFC



Model performance on PTB Model performance on CTB



F1 scores versus minimum constituent 
span length on PTB test set

• NFC significantly outperform baseline when the 
minimum span length increases. 

In Domain Syntactic Parsing



Zero-shot performance on cross-domain test set

Multi-lingual performance



• Pearson correlation of n-gram pattern distribution between PTB training set and different test set.



• NFC significantly outperform baseline measured by pattern-level f1.





Shift-reduce parser Syntactic tree



whether the preposition “on” attaches to noun “proposal” or the verb “approved.”



A Sequence of Symbol (8 bits):                                   5          12         3         4           54

Trasformers + MLP



Model Performance on PTB.





• In main clauses, subjects and verbs are 
assigned symbols 16 and 6. 

• Subordinate clauses, however, tend to use 
alternate symbols 15 and 13 for subject 
nouns and verb, respectively.

• Relative clauses use 20 and 26.

Tags capture structural context beyond the current word!




