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• Adversarial Attack:

• Adversarial attacks for discrete data is more challenging since it is 
difficult to directly adapt gradient-based methods.

• White box/Black box attack.

Background
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Word Importance Ranking



Replacement using BERT

• Input the whole sequence to MLM to
generate candidates.

• Filtered stop words, sub-words and
antonyms (sentiment analysis).



Datasets



Experiments





Core idea



White Box Results



• Workflow:
1. Use a GPT-2 and 1000 examples to train adversarial distributions.
2. Use these 1000 distributions and gumbel-softmax to sample

adversarial examples for other black-box models.

Transfer to Black-Box Scheme







• Non-overlapping attack
• This attack requires that the output of the adversarial example shares no overlapping words 

with the original output.

• Targeted keywords attack
• Given a set of targeted keywords, the goal of targeted keywords attack is to find an 

adversarial input sequence such that all the keywords must appear in its corresponding 
output.

Two attack settings



Key ideas



Datasets



Experiments



Experiments



• Given:
• Input sequence 𝑥 = (𝑥$, 𝑥&, ….., 𝑥')
• Output sequence y = (𝑦$, 𝑦&, ….., 𝑦*)(n = k for sequence tagging tasks).
• Black box model M that only outputs:

• Logit distribution for each position in y (NMT) / only the targeted words (hard label attack).

• Named entity list with corresponding translations/tags.

• Our Goal: we build an adversarial sequence x’ and generate y’:
• In NER, at the specific positions of y’, the attacked tags are different from the original tags.
• In NMT, none of the translated tokens of the given NE appears in y’.
• If an error appears in one of the entities, we say that we attack this sentence successfully.
• x’ is similar to x, measured by some proposed metrics.

My Research: A Targeted Attack for Sequential Models


