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Pretrained LM for Dialog Response Selection

• Task Formulation of the Dialog Response Selection

• BERT-VFT An Effective Domain Adaptive Post-Training Method for BERT in 
Response Selection (Interspeech 2020)

• SA-BERT Speaker-Aware BERT for Multi-Turn Response Selection in Retrieval-
Based Chatbots (CIKM 2020)

• UMS-BERT Do Response Selection Models Really Know What’s Next? Utterance 
Manipulation Strategies for Multi-turn Response Selection (AAAI 2021)

• BERT-SL Learning an Effective Context-Response Matching Model with Self-
Supervised Tasks for Retrieval-based Dialogues (AAAI 2021)

• HCL Dialogue Response Selection with Hierarchical Curriculum Learning (ACL 2021)

• BERT-FP Fine-grained Post-training for Improving Retrieval-based Dialogue 
Systems (NAACL 2021)



Task Formulation

• Input: multi-turn conversation context 𝑐, and one candidate 𝑟

• Output: the matching degree 𝑠 = 𝑓(𝑐, 𝑟), where 𝑓 is the model
𝑓 is the BERT or the RNN model

• Benchmarks: Ubuntu-v1, Douban, E-Commerce
1 million samples for training (pos:neg = 1:1), 1000 sessions for testing 
(pos:neg=1:9)

• Evaluation Metric: Information retrieval matric (recall)
• 𝑅2@1, 𝑅10@1, 𝑅10@2, 𝑅10@5, MRR, MAP



BERT-VFT



BERT-VFT

• The first work to utilize 
the BERT for dialog 
response selection task, 
and achieve the SOTA 
performance

• Use post-train to improve 
the performance of BERT 
further



BERT-VFT experiment

• The results on Ubuntu-v1 
corpus prove the effectiveness 
of the BERT model for this 
task

• The post-train (BERT-VFT) 
brings very huge 
improvement



BERT-VFT conclusion

• Advantage:
• The first work to introduce the BERT model into dialog response selection 

task
• Test the effectiveness of the post-train for this downstream task

• Disadvantage:
• Only test on Ubuntu-v1 corpus, missing the experiments on other 

benchmarks, such as Douban, E-commerce
• Missing the experiments and analyse of the dual-encoder(BERT) model



SA-BERT



SA-BERT

• Leverage the speaker information into the multi-turn dialog 
conversation

• Rich experiments on 5 datasets

• Post-train is used



SA-BERT experiment



SA-BERT conclusion

• Advantage
• It is reasonable to use the speaker information in the multi-turn 

conversation

• Disadvantage
• Missing the ablation study of the post-train procedure. It is unclear 

whether the improvement is made by post-train or the speaker 
information in their experiment.



UMS-BERT



UMS-BERT

• The response selection task alone is 
insufficient. In this work, three well 
designed auxiliary tasks are used.
• Insertion

• Deletion

• Search



UMS-BERT experiment



UMS-BERT experiment

• Each strategy contributes to 
the performance

• Contributions order: DEL > 
INS ≈ SRCH

• Adversarial candidates are used 
to examine the robustness. 

• Adversarial candidate are 
randomly sampled from the 
multi-turn conversation context.

• UMS is more robust than BERT



UMS-BERT conclusion

• Advantage
• Auxiliary tasks is straightforward and reasonable, which is very similar to 

the BERT pre-training procedure (NSP, MLM, SOP, …)

• Disadvantage
• After reading the codes of their codes, I find that they create the negative 

samples for each strategy, and the size of the training dataset are 3x 
larger than the previous training protocol. More experiments should 
be added to prove the improvements are brought from the strategy 
other than the more negative samples.



BERT-SL



BERT-SL

• Very similar to UMS-BERT.

• Four auxiliary tasks are 
used



BERT-SL experiment

• BERT-SL achieves the SOTA performance

• Ablation study prove the effectiveness of each strategy



BERT-SL conclusion

Same as the UMS-BERT



HCL



HCL

• Leverage the curriculum learning to train the model in easy-to-
difficult schema

• Hierarchical curriculum learning are proposed
• Corpus-level: 

The ranking model (fast dual encoder ranking model) are used to measure the 
difficulty of each (𝑐, 𝑟) pair. Easy pairs are first used for training, then the hard pairs.

• Instance-level: 
The ranking model are used to measure the difficulty of negative samples for the 
context 𝑐. Easy negative samples are first used for training, then the hard pairs.



HCL experiment



HCL experiment

• Advantage
• Rich experiments: 

• Traditional evaluation protocol

• Different learning strategy

• Different learning architecture (RNN, Transformers, BERT)

• Ablation study

• Disadvantage
• Hard to implement
• Lots of hyper-parameters during training



BERT-FP



BERT-FP

• During the post-train, they 
convert dialog response 
selection task from 
binary-classification (NSP)
to three-classification 
• Positive sample

• Random negative sample

• Topic related hard 
negative sample (utterance 
within the same session)



BERT-FP experiment

BERT-FP achieve the SOTA performance, 
and significantly outperforms the previous 

works The influence of the context length shows that 
the long conversation context may brings the 

noise for decision



BERT-FP conclusion

• Advantage
• Their work demonstrates that post-train is still very important for this task
• The analysis of the context length is interesting, which is rarely mentioned 

in previous works

• Disadvantage
• There are still lots of training samples for post-train procedure, and the 

ablation study of this factor is missing.
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