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Background

Adaptive fine-tuning
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The standard pre-training—fine-tuning setting (adapted from (Ruder et al, 2019) continue pretraining LM on a large corpus
of unlabeled domain-specific text
Pretrained LMs are still poorly equipped to
deal with data that is substantially different
from the one they have been pre-trained
on. Adaptive fine-tuning is a way to bridge r
such a shift in distribution by fine-tuning " target domain original LM domain
the model on data that is closer to the
distribution of the target data.

Task-adaptive pretraining (TAPT):
pretraining on the task dataset itself

Don't Stop Pretraining: Adapt Language Models to Domains and Tasks ACL 2020



https://www.aclweb.org/anthology/2020.acl-main.740.pdf

Background

Behavioural fine-tuning

Problem of the above three fine-tuning schemes
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we can teach a model capabilities useful for doing
well on the target task by fine-tuning it on relevant
tasks.
For example, if we plan to fine-tune SST2
(Stanford Sentiment Treebank v2), we can
firstly fine-tune a LM on IMDB dataset.
(Both IMDB and SST2 are sentiment
classification dataset and composed of movie
reviews.)



Proposed Method

* add data-dependent regularization losses

* Losses are designed based on self-supervised learning so no human-labeled data is required.
* supervised classification task and an unsupervised SSL task are performed simultaneously.

* self-supervised losses used
* Masked Token Prediction
¢ Sentence Augmentation Type Prediction

* synonym replacement
* synonym random insertion

* random swap Head of self- Head of
* random deletion supervised task target task




Experiments

Domain Dataset Label 'I‘ype Train Dev Test Classes Dataset RoBERTa DAPT TAPT SSL-Reg TAPT+SSL-Reg DAPT+SSL-Reg

BloMep  CHEMPROT relation classification 4169 2427 3469 13 CHEMPROT 8191 84.2p2 82.604 83.1p5 83.50.1 84.4, 3
RCT abstract sent. roles 180040 30212 30135 5 RCT 87.20.1 87.60.1 87701  87.4q1 87.70.1 87.70.1

cs ACL-ARC citation intent 1688 114 139 6 ACL-ARC 63.05.5 75455 674158 69349 68.15 ¢ 75714
SCIERC relation classification 3219 455 974 7 SCIERC 77319 80.815 79315 8lidgsg 80.40.6 82.3) 5

NEWS HYPERPARTISAN  partisanship 515 65 65 2 HYPERPARTISAN  86.60.9 88259 90452 92314 93.2) 5 90.73 2
AGNEWS IOpiC 115000 5000 7600 4 AGNEWS 939()2 93.9[)_2 94.5[)_1 94.2(),1 94.4(}_1 94.0“_1

REVIEWS HELPFULNESS review hClpfl]ll’lESS 115251 5000 25000 2 HELPFULNESS 65.1 3.4 665_]_4 685_]_9 69.4()'2 71.0]_ 0 6831 4
IMDB review sentiment 20000 5000 25000 2 IMDB 950()2 95.4[)_]_ 95.5[)_1 95.7(),1 96.1(}'1 95.4“'1

Unregularized RoBERTa: directly fine-tune

. * we can observe:
pretrained ROBERTa on target dataset.

* Model with SSL-Reg can generally achieve better performance.

*  Model with SSL-Reg has an obvious improvement only on
SCIERC and HYPERPARTISAN and HLEPFULNESS.

* It is questionable whether the auxiliary losses can prevent
overfitting. Because in low-resource data, their model only has
a small improvement.

Task adaptive pretraining (TAPT): given the
pretrained RoBERTa, it is further pretrained on the
target dataset.

Domain adaptive pretraining (DAPT): given the
pretrained RoOBERTa, it is further pretrained on a

large-size corpus whose domain is similar to the
target dataset.
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Continual Learning

* Continual learning (CL) aims to enable information systems to learn from a data sequence
across time.

* Class incremental learning: firstly learn to classify birds and dogs, then learn to classify airplanes and cats.

* Task incremental learning: firstly learn to book flight and then learn to book hotels, then learn to reserve
restaurants.

* Continually update the knowledge base during conversation, much more difficult

D Hotr! D Taxi D Flight D Music

o V\{hy need coQtlnuaI learning? | L& RErNE

Most of the time, we do not want to train a separate model when a new
Lg, (Dtioret) Lo, (Dax) Lo, (Driight) Lo, (Ditusic)
dataset comes.

Figure 1: In Continual Learning, the model is trained

* Multi-task training may be a solution, but need to train the model from one dataset at the time. In this instance, the model is

th t h first trained on data from the hotel domain D ;.; then
€ scratcn. on the Taxi Dy,,; and so on. The parameter of the
e - more human-like model is updated sequentially based on the loss func-

tion L.



Challenges in Continual Learning

* Not forget what it has learned from previous tasks.
* Need the model to perform well on previous tasks
* Overcome catastrophic forgetting

* Forward the knowledge learned in the past to help learn current task. (forward transfer)

* Transfer the knowledge backward to improve the performance of previous tasks. (backward transfer)



Problem Formulation

Given a sequence of text classification tasks {Ty, Ty, ..., Ty, },
corresponding dataset {53, Sy, ..., S}, we aim to learn a
model fg. 0 is a set of parameters shared by all tasks.

R(fﬂ) — ZE{:rr*',yi]wT;ﬁ(fﬂ(ﬁ:i): yf)
i=1



Proposed Method

* Disentangle text hidden spaces into representations that are generic to all tasks and
representations specific to each individual task
* For task-generic information: next sentence prediction loss
* For task-specific information: task identifier prediction loss

* Regularization is a constraint added to model output, hidden space and parameters to
prevent parameters from changing too much while learning new tasks.

* Replay: a memory buffer is first adopted to store seen examples from previous tasks and
then the stored data is replayed with the training set for the current task.



Task-Generic space: Next sentence prediction
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every example and generic to any individual task.
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where z is the corresponding task id for x.

Figure 1: Our proposed model architecture. We disentangle the hidden representation into a task generic space and
a task specific space via different induction biases. When training on new tasks, different spaces are regularized

separately. Also, a small portion of previous data is stored and replayed. . . . . . g
PR POTIORETP o Class Prediction: combing generic and specific features

Les = EyesiumL(fas(gos),y))

Here y is the corresponding class label for xz, f.(.)
is the class predictor. o denotes the concatenation

of the two representations.



Proposed Method

* Memory selection rule After a new dataset (task) Is trained, need to update the memory to
store some examples of current task.
* those stored examples should be as diverse and representative as possible.
* using K-means to cluster y|S¢| clusters and only select the example closest to each cluster’s centroid.

* Regularization
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Experiments and Results

Dataset Class Type Train Test

AGNews 4 News 8000 7600
Yelp 5 Sentiment 10000 7600
Amazon 5 Sentiment 10000 7600
DBPedia 14 Wikipedia 28000 7600
Yahoo 10 Q&A 20000 7600

Order Task Sequence

1
2
3
4
5
6
7

ag » yelp » yahoo
yelp + yahoo + ag
yahoo » ag + yelp
ag » yelp » amazon + yahoo + dbpedia
yelp + yahoo + amazon + dbpedia -+ ag
dbpedia » yahoo » ag + amazon » yelp
yelp + ag + dbpedia + amazon -+ yahoo

Table 2: Seven random different task sequences used
for experiments. The first 6 are used in Setting (Sam-

pled). The last 4 are used in Setting (Full).

AGNews (news classification)
Yelp (sentiment analysis)
DBPedia (Wikipedia article classification)
Amazon (sentiment analysis)
Yahoo (Q&A classification)

Metric: evaluate models after training on all
tasks and report their average accuracies
on all test sets as the metric.



Experiments and Results

Model Length-3 Task Sequences Length-5 Task Sequences
Order 1 2 3 Average 4 5 6 Average
Finetune 25779 36.56 41.01 3445 32.37 3222 2644 30.34
Replay 69.32 70.25 71.31 70.29 68.25 70.52 70.24 69.67
Regularization 71.50 70.88 7293 71.77 72.28 73.03 7292 7274
IDBR 71.80 7272 73.08 72.53 72.63 73.72 73.23 73.19
MTL 74.16 T74.16 7T74.16 7T74.16 75.09 75.09 75.09 75.09
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Figure 2: t-SNE visualization of task generic hidden
space and task specific hidden space of IDBR.



dataset_classes = {
‘amazon' o 3,
'wvelp' : 5,
"vahoo' : 1a,
‘ag’ : 4,
'dhpedia® : 14,
h

task_num = len{args.tasks)
task_classes = [dataset_classes[tesk] for task in args.tasks]
total _classes, offsets = compute_class_offsets{args.tasks, task_classes)
train_logders, wvalidetion_loaders, test_loaders = %
prepare_dataloaders (DATA_DIR, args.tasks, offsets, args.n_labeled,

args.n_wval, args.batch_size, 18, 16)

# Reset random seed by the torch seed

np.random.seed(torch.randint(18@a, [1]).item{))

buffer = Memory ()

model = Model(
n_tasks=task_num,
n_class=total_classes,

hidden_size=args.hidden_size).tolargs.device)



Thanks!



