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INntroduction

Masked Language Modeling and the Distributional Hypothesis: Order Word Matters Pre-training for Little

* Masked language model (MLM) pretraining, as epitomized by BERT
nas proven wildly successful, but the precise reason for this success

nas remained unclear.
* |t has been claimed that BERT has learned “the kind of abstractions

that we Intuitively believe are important for representing natural
language” rather than “simply modeling complex co-occurrence

statistics.
* This work tries to uncover how much of MLM's success comes from

simple distributional information, as opposed to “the types of
syntactic and semantic abstractions traditionally believed necessary

for language processing.




Method

Masked Language Modeling and the Distributional Hypothesis: Order Word Matters Pre-training for Little

* The authors disentangle these two hypotheses by measuring the effect
of removing word order information during pre-training.

* The authors use the same RoBERTa (base) architecture as the MLM
model under investigation. The original 16GB BookWiki corpus Is used.

* Two methods for permuting word order are used:
* Sentence word order permutation and Corpus word order permutation

* Sentence word order permutation. My, M,, M3, M,
* Corpus word order bootstrap resample. My, Myr
* Further ablations. My, Myp, Mp;



EXperiment-GLUE and PAWS

Masked Language Modeling and the Distributional Hypothesis: Order Word Matters Pre-training for Little

Model QNLI RTE QOQF SS5T-2 MRPC PAWS MNLI-m/mm CoLA

My 9245 +/-02 73.624+-3.1 9125401 93.75+/-04 89.09 +-09 9449 +/-02 B6.08+/-02/8544/-02 5245+4/-21.2
M, 89.05 +/-0.2 6348 +/-25 9101 +/-0.0 9041 +-04 86.06+/-0.8 B89.69+/-0.0 B82.64+/-0.1/82.67+-02 3108 +/- 10.0
M 9051 +-0.1 7000 +-2.5 9133 4-00 9178 +-03 8390 +-1.2 9353 4-03 B3454+/-03/78354+/-0.3 50.83 +/- 5.80
M 91.56 +/-04 6975 +-2.8 9122401 9197 +/-0.5 8622 +-0.8 9403 +/-0.1 B3I83+/-02/83.71+/-0.1 40.78 +/- 23.0
M, 91.65+-0.1 7094 +/- 1.2 9139 4+-0.1 9246 +/-0.3 8690+-03 9426402 BIT794+/-02/8394+/-0.3 3525+/-32.2
M 6217 +/-04 3297 +-0.2 BLS3+-02 B20+/-0.7 7032 +-1.5 56.62+-0.0 65.704+-02/65.75+/-0.3 806 +-1.60
My  TI594H-03 5478 +/-22 F1784/-04 8321 +-0.6 T2784+/-1.6 57224/-1.2 63354/-04/763.63 +-02 237+/-3.20
My  T169H-04 5384 4+/-0.6 8592 4/-0.1 B4.00+/-0.6 T1354+-08 5843403 7T2104/-04/7/7258 +/-0.4 B89 +/- 1.40
My 6694 +/-92 53704+~ 1.0 8557 +-0.1 83.17+-1.5 T0O5TH-0.7 5859+/-03 7193 4/-02/7133 +-05 092 +/-2.10

Table 1: GLUE and PAWS-Wiki dev set results on different RoBERTa (base) models trained on variants of the

* The model without access distributional or word order information, My (corpus

randomization) performs much worse than My overall.

* We observe a significant improvement on all tasks when we give models access

to sentence-level distributional information during pre-training.

* Overall, these results confirm our hypothesis that ROBERTa’s good performance

on downstream tasks can be largely explained by the distributional prior.



EXperI meﬂt— GLUE and PAWS-word order-permuted fine-tuning

Masked Language Modeling and the Distributional Hypothesis: Order Word Matters Pre-training for Little
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* On QQP and QNLI, accuracy decreases only slightly when models are fine-tuned
on shuffled data, suggesting that word order I1s not very important for these tasks.

* On the other hand, for the other six datasets, we see noticeable drops in accuracy
when fine-tuning on shuffled data and testing on normal order.



Experiment— Parametric Probing-Pareto Probing

Masked Language Modeling and the Distributional Hypothesis: Order Word Matte

Maodel UD EWT FTB
MLP Linear MLP Linear

My [ B04T+-085 6626+~ 159 | 86.99 +- 149 66.47 +/- 2.77
G 1ee " . M, 69.26 +/- 6.00 5624 +/- 505 | 7943 +-0.96 5720 +/- 276
L4 We yse the d |ff|Cu |t prObe dependency parS| ng M, | 78224088 64.96+/-232 | 8472 +-0.55 64.69 +/- 2.50
i B My | TT80+/-3.09 6489 +/- 263 | 8589 +- 1.01 6611 +/- 1.68
" & 5 _ 5 B2 _ L i
(DEP), as We” as the easy probes dependency My | 78044206 6561 +/- 199 | 85.62 +/- 1.09  66.49 +/- 2.02
Muyg | 7415 +1-0.93  65.69 +/-7.35 | 80.07 +/- 0.79  57.28 +/- 1.42

arc labeling (DAL) and POS tag prediction (POS).
* For DEP, we observe that the UAS scores also

Table 2: Unlabeled Attachment Score (UAS) on the
dependency parsing task (DEP) on two datascts, UD

follow a linear trend as the fine-tuning results Iin Mod i e
—_~ My O3.74 +/-0.15  BREZ+-042 | 9707 +/- 038 931 +/- .65
that MUG — M1 < M2 < M3 < M4‘ < MN M, HT&.#U +-343 B076+- 338 | 9533 +/-0.37 8183 +- I.{::-h
* For POS and DAL, since these tasks are simpler M. | 928917065 867844 132 | 9703 0.3 91704070
! M, 0283 +/-061 87234077 | 9596 +/-0.12 9208 +- 039

than DEP, the gap between My and unnaturally

Mys | 89.10 +/- 0221

7975 +/- 05 | 04.12 +/- (.

84.15 +/- 0.51

pre-trained models reduces even more drastically.

Table 3: Accuracy on the part-of-speech labelling task

Model UD EWT PTB

MLP Linear MLP Linear
My 89.63 +-0.60 8435+~ 078 | 9396 +-0.63 88.35+/-1.00
M, 8355 +-331 7526 +-3.08 [ 9110+~ 038 8234 +/- 1.37
M., BEAT +/- 068 B2054+/- 1.10 [ 9327 +/-0.26 8688 +/- 0L.87
M SR.69+-1.09 8237 +-126 ) 9346 +-029 87.12+/-0.72
M,y 8866 +-076 B258+-1.04 [ 9349 +-033 87304079

My | 84.93 +/-0.34

T6.30 +/- 0.52 | B8998 +/- 043

TR.59 +/- (.68

Table 4: Accuracy on the dependency arc labelling task



EXperimeﬂt—Parametric Probing-Sentkval

Masked Language Modeling and the Distributional Hypothesis: Order Word Matters Pre-training for Little

Muodel Length  WordContent TrecDepth TopConstituents  BigramiShift Tense SubjMNumber  ObjNomber (OddMan(ut Coordinversion

i Surface) (Surface) (Syntactic) [Syntactic) (Syntactic) ( Semantic) (Semantic) (Semantic) (Semantic) {Semantic)
My TEY2 4~ 191 3183 /- 175 3597 +/-1.38 TH26 +/- 408 KLEB2 /- (055 EB7EI+-051 B505 4/~ 123 T594 /- 068 5840 +/- 033 TOET +/- 246
Ay BEII 0014 6403 /- 034 4024 4/- 0,20 TO9S /- 038 5837+~ 040 B7BEE - (L B349 /- (0L12 8344 +/- 006 5651 +/- 026 5698 +/- 0.50
Mz 93,54 /- 029 62524021 4140 +/- (032 T43] w- 029 7544 /- 0L14  B7.91 +/- 035 B4EE /0011 B398 +/-0.14 53760 +/- 036 3946 +/- 037
Ay QL5246 4881 +/-0.26 3863 +/- (.61 TO29 /- 03] 77304/~ L12 BO 7440012 HIES /- 038 BO99 +/- 026 5701 +/-02] GO0 +/- 0.26
My Q288 - 0L15 5778 +/- 036 40,05 +/- .29 T250 +- 051 7612 4/-0.29 BEIZ4+-0.13  B565+/-0.13 8295 +/-0.05 5889 +/- 030 6131 +/-0.19
M B6.69 - 033 3660 +/- 033 32353 +/-(L.76 6154 w- 060 5742 +/- 004 68545 +-023 TI25+-0012 66,63 +/-0.21 30,06 +/- 0.40 3626 +/-0.17

* The MN pre-trained model scored better than the unnatural word order models
for only 1 out of 5 semantic tasks and in none of the lexical tasks.

* However, MN does score higher for 2 out of 3 syntactic tasks. Even for these two
syntactic tasks, the gap among MUG and MN is much higher than M1 and MN.

* These results show that while natural word order Is useful for at least some
probing tasks, the distributional prior of sentence word order randomized models
alone is enough to achieve a reasonably high accuracy on syntax sensitive
probing.



Experi MeNT-Non-Parametric Probing

Masked Language Modeling and the Distributional Hypothesis: Order Word Matters Pre-training for Little

* For each, the objective is for a pre-trained model to
provide higher probability to a correct word than to
an incorrect one.

* We observe the highest difference between
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(M N) Figure 3: Linzen et al. (2016)
* With each step from M1 to M4, the difference

between probabilities of correct and incorrect focus r-

words Increases, showing that pre-trained models
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* MUG, with the distributional prior ablated, performs
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Figure 4: Gulordava et al. (2018)




EXperiment-Perplexity analysis

Masked Language Modeling and the Distributional Hypothesis: Order Word Matters Pre-training for Little

* We measure Pseudo Perplexity:

PLL(S |L)| Z li'lg PMLM(” | c)\ﬂ ) Fi ‘| > 200 .H =200
weSs

=4 =200 104.1

* Pre-trained models with random word order exhibit
significantly higher perplexity than the normal word . ...

-
-

* The pre-trained model MN has the lowest perplexity
on the sentences with natural word order.

Test sentences
*‘_‘
(%]

order sentences (top row).

* Interestingly, with the exception of M1, the models Mi aos
pretrained on randomized data (M2, M3 and M4) all
display the lowest perplexity for their respective n = 2;
3; 4.

Trained models



summary

Masked Language Modeling and the Distributional Hypothesis: Order Word Matters Pre-training for Little

* The authors revisited the hypothesis that masked language modelling’s
Impressive performance can be explained in part by its ability to learn
classical NLP pipelines, using targeted pre-training on sentences with
various degrees of randomization in their word order.

* Instead, the experiments suggest that MLM's success can be mostly
explained by it having learned higher-order distributional statistics that
make for a useful prior for subsequent finetuning.

* These results should hopefully encourage the development of better,
more challenging tasks that require sophisticated reasoning, and harder
probes to narrow down what exact linguistic information is present in
learned representations.
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INntroduction

Neural Path Hunter: Reducing Hallucination in Dialogue Systems via Path Grounding

* Dialogue systems powered by large pretrained language models
(LM) exhibit an innate ability to deliver fluent and natural looking

responses.
* Despite their impressive generation performance, these models can
often generate factually incorrect statements impeding their
widespread adoption.
* |[n this work, the authors focus on addressing the open problem of

hallucination of factually invalid statements in knowledge grounded
dialogue systems where the source of knowledge is a KG.



INntroduction

Neural Path Hunter: Reducing Hallucination in Dialogue Systems via Path Grounding

* The authors focus on factoids of knowledge represented as
heterogenous G = (V: E; R), termed Knowledge Graphs (KG).

* Each KG consists of a set of directed edge triples t = [SB]], [PRE], [OB]]

* Hallucination can take form as either intrinsic or extrinsic:
* Definition of Extrinsic Hallucination. An extrinsic Hallucination
corresponds to an utterance that brings a new span of text that does not

correspond to a valid triple in GX.

* Definition of Intrinsic Hallucination. An intrinsic hallucination corresponds
to an utterance that misuses either [SB]] or [OBJ] in G¥ such that there is no
direct path between the two entities.



INntroduction

Neural Path Hunter: Reducing Hallucination in Dialogue Systems via Path Grounding

. Hallucination Faithfulness Generic Coherence Fluency
GPT2 Ex In R
Greedy 17.66 £ 2.6 2.00+35 1.66+05 | 73.00+£32 [ 95+2.7 81.66 £3.2 | 95.67 4 1.6
Beam Search | 1833 +28 333438 400+18 | 71.004+39 | 633427 83334+ 1.6 | 97.00 £ 1.9
Nucleus 0.9 2033 +£2.1 400436 233436 | 69.66+23 | 3.66 132 | 83.66+24 | 99.10 £+ 0.6
Nucleus 0.5 2333422 533431 433408 | 5990425 7.00 £ 2.6 | 87.66 2.1 | 9834+ 04
Top20 25334+ 15 70026 500415 | 49.00+06 | 1566+ 1.8 | 8033+ 1.6 | 9734+ 0.5

Table 1: Human assessment of random 300 GPT2 dialogue responses generated based on the test OpenDialkg data (Moon et al.,
2019). “Ex", “In" and "B" mean extrinsic hallucination, intrinsic hallucination and Both respectively. Each cell in the table
represents the percentage of responses with a specific dialogue property (mean preferences 4-90% confidence intervals).

* Observation 1. Humans notice that most hallucinations in KG-grounded
dialogue systems are extrinsic hallucinations.

* Observation 2. A hallucination occurs the least in dialogue responses
generated using a greedy decoding scheme. Conversely, top-k sampling
results in the highest hallucination percentage (37.33%).



INntroduction

Neural Path Hunter: Reducing Hallucination in Dialogue Systems via Path Grounding

. Hallucination Faithfulness Generic Coherence Fluency
GPT2 Ex In R
Greedy 17.66 £ 2.6 2.00+35 1.66+05 | 73.00+£32 [ 95+2.7 81.66 £3.2 | 95.67 4 1.6
Beam Search | 1833 +28 333438 400+18 | 71.004+39 | 633427 83334+ 1.6 | 97.00 £ 1.9
Nucleus 0.9 2033 +£2.1 400436 233436 | 69.66+23 | 3.66 132 | 83.66+24 | 99.10 £+ 0.6
Nucleus 0.5 2333422 533431 433408 | 5990425 7.00 £ 2.6 | 87.66 2.1 | 9834+ 04
Top20 25334+ 15 70026 500415 | 49.00+06 | 1566+ 1.8 | 8033+ 1.6 | 9734+ 0.5

Table 1: Human assessment of random 300 GPT2 dialogue responses generated based on the test OpenDialkg data (Moon et al.,
2019). “Ex", “In" and "B" mean extrinsic hallucination, intrinsic hallucination and Both respectively. Each cell in the table
represents the percentage of responses with a specific dialogue property (mean preferences 4-90% confidence intervals).

* Observation 3. Increased diversity in response generation —i.e.(less generic),
IS positively correlated with an increase in hallucination.

* Observation 4. Responses from all models tend to be highly relevant and
fluent, which reflects the characteristic of powerful pre-trained LMs In
generating human-like responses.



Method

Neural Path Hunter: Reducing Hallucination in Dialogue Systems via Path Grounding

* NEURAL PATH HUNTER (NPH) a lightweight refinement strategy that can be easily applied to
any generated response without retraining the model.

* NPH is composed of two modules: A token-level hallucination critic and an autoregressive
entity mention retriever.

* The first module flags and masks out hallucinated entities in an existing response and can be
trained offline.

* The second module builds a contextual representation of these problematic tokens which are
then used to retrieve more faithful entities.

Each instance in the dataset is composed of a
dialogue history D = (x1,...,x,), a set of j
triples at turn n, KC,, = ({1,12,...t;) which to-
gether with D must be used towards generating
the response. Here each individual triple {; =
([SBJ], [PRE], [OBJ]) is extracted from a pro-
vided KG. Thus the task is to generate a response
Tr41 that is faithful to a non-empty subset M, C



Method

Neural Path Hunter: Reducing Hallucination in Dialogue Systems via Path Grounding

Token-level hallucination critic

* To flag entities of concern we design a token-level hallucination critic C. C is taken to be a
pretrained LM with an additional classification.

* To train C, we choose to cast the problem as a sequence labelling task where a binary label is
predicted at each word position.

* We create a synthetic dataset consisting of ground truth dialogue samples and corrupted
negative samples.

1. Extrinsic Negatives. We replace each m; in
1 with entities of the same type (e.g., per-
son, location, etc...) but crucially not within
GF and the dialogue history D.

2. Intrinsic Negatives. We simply swap every
pair [SBJ] and [OBJ] mentions in &y 1.
For example, the response “Crescendo was
written by Becca Fitzpatrick" — “Becca Fitz-
patrick was written by Crescendo" transforms
into an intrinsic hallucination as the abstract
relation [PRE] is not bi-directional.



Method

Neural Path Hunter: Reducing Hallucination in Dialogue Systems via Path Grounding

0.0
#{_Austin Power ||0.6|—=( Austin Power )
—(Maet the parent |[0.2
0.0

Entity Mention Retriever

* we feed the dialogue history, the triple set at turn as well
as flagged set of entities to obtain contextual hidden state

0.0
0.0

~~(Gane Changer 0.1

representations ‘”“”““AL__[ 0
H = MLM(D, K,,, M,) 1 A
[ Language Model ]
. . . . _ A R
* we simply apply a pooling operation to obtain a single Hiarary  Tripes Sume hedircted ] and k»H
representation for each entity. To obtain the actual query T }
q; We use an autoregressive LM: ( T ]
i . I
i — LM[{V (CﬂnCﬂt[ﬁi 1. hin) Dialogue Triples Sure, he directed <MASK> and produced <MASK>

’ History
Hallucination
Critie

* Finally, to retrieve the correct entity for query q; we simply Sure, he directod (FiARRland produced R TR pARGED)
use a scoring function s to score every KG-Entity memory

triple. The NCE loss is used to train the component:

Lnce = —log(s(l)) —log | s(t) + Z-‘*‘(H)
j=1



Experiment

Neural Path Hunter: Reducing Hallucination in Dialogue Systems via Path Grounding

* The model Is evaluate on the OpenDialKG.

* Standard classification metrics such as F1-score, precision and
recall are used to evaluate the hallucination critic.

* Hits@k, Mean Rank (MR), and Mean Reciprocal Rank (MRR) to
evaluate ability of the Entity Mention Retriever to return a faithful

entity.



Experi MENT-01: Identifying Hallucinations

Neural Path Hunter: Reducing Hallucination in Dialogue Systems via Path Grounding

* We ask humans to identify the span of text
that is hallucinated w.r.t. to the given triples.

In total, we annotate 500 responses Model Precision | Recall | F1
generated greed”y from GPT2-KG. RoBERTa-Intrin 449 32.54 | 37.73
| RoBERTa-Extrin 68.65 | 46.94 | 5576
* To explore the robustness of our corruption RoBERTa-Intrin-Extrin | 83.05% | 61.02% | 70.35*

strategles as discussed, we fine-tune the Ny _ o
o : , Table 3: Performance of the token-level hallucination critic
critic C on three dlfferent Syntheth datasets on the 500 human-annotated test data generated based on

* This result highlights that a token-level Efﬂifi éum;“ el vaninee
classifier can indeed detect both extrinsic
and intrinsic hallucinations, but also that our
corruption strategies are effective.



Experi MENT-02: Reducing Hallucinations

Neural Path Hunter: Reducing Hallucination in Dialogue Systems via Path Grounding

Model FeQA (1) | Hallu. Critic (1) E. prec. (1) | BLEU | Rouge-L
GPT2-KG 26.54 19.04 61.21 11.10 30.0
GPT2-KG (+ NPH) 28.98% 11.72% 69.34% 11.29 31.0
GPT2-KG (+ NPH-w/0 NCE) 26.02 17.91 65.74 10.98 24.0
GPT2-KG (+ NPH-w. ComprGCN) 26.89 15.41 67.76 11.79% 45.0%
GPT2-KG (+ NPH-w/0 MLM) 27.01 15.02 68.91 10.88 34.0
AdapterBot 23.11 26.68 42.38 10.08 31.0
AdapterBot (+ NPH) 27.21% 18.51% 62.41% 10.64% 32.0%
AdapterBot (+ NPH-w/0 NCE) 24.02 25.02 55.12 0.98 28.0
AdapterBot (+ NPH-w. COMPGCN) 25.83 20.23 61.05 10.11 30.0
AdapterBot (+ NPH-w/0 MLM) 26.02 21.04 59.98 10.56 29.0
GPT2+KE 19.54 28.87 15.91 5.49 0.19
GPT2+KE (+ NPH) 26.21% 20.34% 4798 6.06% 21.0
GPT2+KE (+ NPH-w/0 NCE) 20.34 24.32 44 58 5.89 20.0
GPT2+4KE (+ NPH-w. ComMpGCN) 23.23 21.21 48.17+ 6.01 27.0%
GPT2+KE(+ NPH-w/0 MLM) 24.01 22.40 47.56 5.99 27.0
Gold response 30.34 5.2 5248 - -

* NPH consistently performs favorably in reducing hallucination across all metrics.
* The strongest iteration of each baseline model is the original model paired with the full NPH module



Experi MENT-03: Query Generation

Neural Path Hunter: Reducing Hallucination in Dialogue Systems via Path Grounding

E. Mem Model Negative candidates PPL | Hits@1 | Hits@3 | Hits@10 | MR | MRR

NPH SANS (Ahrabian et al., 2020) 8.67 0.73 0.92 0.99 1.76 0.83

. In-Batch Negatives 8.56 0.42 0.75 .94 3.08 (.68

L

» NPH-w/0 NCE - 0.64 0.02 0.05 0.1 3549 | 0.07

“ SANS (Ahrabian et al., 2020) 9.73 0.47 0.76 0.96 2.83 0.64

NPH-w/0O MLM _ _ _

In-Batch Negatives 9.70 0.20 0.43 0.75 9.22 0.36

NPH SANS (Ahrabian et al., 2020) 8.99 0.13 0.26 .52 1427 | 0.25

5 In Batch Negatives 10.04 0.08 0.17 0.43 1575 | 0.16

L’g. NPH-w/0O NCE - 10.61 0.04 0.12 0.27 26.50 | 0.12

S SANS (Ahrabian et al., 2020) | 9.64 0.08 0.21 0.47 1552 | 0.20
NPH-w/0O MLM ,

In-Batch Negatives 9.64 0.02 0.05 0.16 80.52 | 0.07

* Key metrics such as Hits@3 and Hits@10 are nearly saturated when using the complete NPH module. All
retrieval metrics drop dramatically, e.g. Hits@1 drops by 70 points compared when LNCE is omitted from
the training objective

* SANS negatives are lead to higher both lower perplexity and better retrieval performance across the board.
This is not surprising since local negative samples are known to be harder and thus provides a richer
learning signal to the retrieval model.



Experi MENT-04: Impact of MLM

Neural Path Hunter: Reducing Hallucination in Dialogue Systems via Path Grounding

E. Mem Model Negative candidates PPL | Hits@1 | Hits@3 | Hits@10 | MR | MRR

NPH SANS (Ahrabian et al., 2020) 8.67 0.73 0.92 0.99 1.76 0.83

. In-Batch Negatives 8.56 0.42 0.75 .94 3.08 (.68

L

» NPH-w/0 NCE - 0.64 0.02 0.05 0.1 3549 | 0.07

“ SANS (Ahrabian et al., 2020) 9.73 0.47 0.76 0.96 2.83 0.64

NPH-w/0O MLM _

In-Batch Negatives 9.70 0.20 0.43 0.75 9.22 0.36

NPH SANS (Ahrabian et al., 2020) 8.99 0.13 0.26 .52 1427 | 0.25

5 In Batch Negatives 10.04 0.08 0.17 0.43 1575 | 0.16

L’g. NPH-w/0O NCE - 10.61 0.04 0.12 0.27 26.50 | 0.12

S SANS (Ahrabian et al., 2020) | 9.64 0.08 0.21 0.47 1552 | 0.20
NPH-w/0O MLM ,

In-Batch Negatives 9.64 0.02 0.05 0.16 80.52 | 0.07

* |Instead of constructing a contextual representation via the MLM, we instead initialize them randomly
during training. The performance degrades substantially

* These findings suggest that the MLM facilitates the learning of rich masked representations by fusing both
the left and the right context



Experiment—Q5: Impact of global graph structure

Neural Path Hunter: Reducing Hallucination in Dialogue Systems via Path Grounding

E. Mem Model Negative candidates PPL | Hits@1 | Hits@3 | Hits@10 | MR | MRR

NPH SANS (Ahrabian et al., 2020) 8.67 0.73 0.92 0.99 1.76 0.83

. In-Batch Negatives 8.56 0.42 0.75 .94 3.08 (.68

L

» NPH-w/0 NCE - 0.64 0.02 0.05 0.1 3549 | 0.07

“ SANS (Ahrabian et al., 2020) 9.73 0.47 0.76 0.96 2.83 0.64

NPH-w/0O MLM _ _ _

In-Batch Negatives 9.70 0.20 0.43 0.75 9.22 0.36

NPH SANS (Ahrabian et al., 2020) 8.99 0.13 0.26 .52 1427 | 0.25

5 In Batch Negatives 10.04 0.08 0.17 0.43 1575 | 0.16

L’g. NPH-w/0O NCE - 10.61 0.04 0.12 0.27 26.50 | 0.12

S SANS (Ahrabian et al., 2020) | 9.64 0.08 0.21 0.47 1552 | 0.20
NPH-w/0O MLM ,

In-Batch Negatives 9.64 0.02 0.05 0.16 80.52 | 0.07

* we notice a dramatic difference in both perplexity and retrieval performance in favor of using simply the
output of a pre-trained GPT-2 model.

* any specific turn in dialogue local information—as conversation topics may drift—are significantly more
iImportant to generate a faithful response.

* Thus enriching entity embeddings with global structure in G is less beneficial than aligning G¥ with the
representation space of the autoregressive LM.



summary

Neural Path Hunter: Reducing Hallucination in Dialogue Systems via Path Grounding

* This work investigates the open problem of hallucination in KG-grounded
dialogue systems and demonstrate that these models are more susceptible
to extrinsic hallucinations which predominantly manifest as the injection of
erroneous entities.

* NEURAL PATH HUNTER Is proposed to enforce faithfulness in KG-grounded
dialogue systems by identifying and refining hallucinations via queries over a
k-hop subgraph.

* Disadvantage

* considered a paired KG that was aligned with dialogue.

* pbut In many other applications, such dialogue to KG alignment may be difficult to easily
obtain.
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