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Overview

•A Study in Improving BLEU Reference Coverage with Diverse 

Automatic Paraphrasing

• Improving Dialog Evaluation with a Multi-reference Adversarial 

Dataset and Large Scale Pretraining



Introduction

• Machine translation system outputs are usually evaluated against a single 

reference.

• This especially affects MT’s dominant metric, BLEU...



Introduction

• Unfortunately, multiple references are rarely available due to the high cost and 

effort of producing them.

• One way to inexpensively create them is with automatic paraphrasing.



Research Questions

• whether adding automatically paraphrased references can provide the diversity

needed to better cover the translation space;

• whether this increased coverage overlaps with observed and valid MT outputs, in 

turn improving BLEU’s correlation with human judgments.



Contributions

• explore two questions, testing on all into-English directions of the WMT19 

metrics shared task at the system and segment level.

• compare two approaches: 

• 1) generate diverse references with the hope of covering as much of the valid translation 

space as possible. (diverse method)

• 2) target the relevant areas of the translation space by generating paraphrases that contain n-

grams selected from the system outputs. (non-diverse method)



Creating diverse paraphrases

• 1. Cluster target sentences by some property (e.g., semantic, syntactic 

representation);

• 2.  Assign a code to each cluster and prefix each target sentence in the training 

data with its code (a pseudo-token)

• 3. Train an NMT-style paraphrase model using this augmented data;

• 4. At test time, apply the paraphraser to each reference in the test set; beam search 

is run for each of the n most probable sentence codes to produce n paraphrases per 

reference.



Output-guided constrained paraphrases

• For each sentence in a test set, we find all n-grams that are

• (a) not in the reference

• (b) but are present in at least 75% of the system outputs, 

• (c) limited to the top half of systems in the human system-level evaluation



Experiments

• Goal: 

• 1) evaluate the adequacy and diversity of our paraphrases; 

• 2) compare the usefulness of all methods in improving BLEU’s correlation with human 

judgments

• Metric Evaluation: 

• use Multi-ref BLEU and SENTBLEU to score all into-English system outputs

• evaluate the scores by calculating the correlation with manual direct assessment (DA)



Paraphrase Adequacy

• Determine adequacy by manually evaluating paraphrases of the first 100 sentences 

of the de-en test set.

• 5 annotators rated the paraphrases’ adequacy using DA, indicating how well (0-

100) the official reference’s meaning is preserved by its paraphrases.

• Baselines: BEAM, SAMPLED, LASER, TREELSTM, HUMAN.



Paraphrase Adequacy



Paraphrase Diversity

• Evaluate the diversity of paraphrased references using two diversity scores (DS):

• calculates the similarity of paraphrases y and y’. Two different functions 

are adopted: BOW (for lexical similarity) and TREE (for syntactic similarity).



Paraphrase Diversity



Metric Correlation Results



Discussion

•Does diversity help?

• The diversity of those paraphrases tends to positively 

correlate with gains in metric performance for both 

BLEU and SENT-BLEU.

• The adequacy of the paraphrases appears to be a less 

important factor, shown by the fact that the best 

automatic diverse method at both levels was the 

SAMPLED baseline



Discussion

•What effect do more references have?

• Diversity is positively correlated with 

gains for most language directions, 

however improvements are slight.

• The initial paraphrase has the most 

impact…



Discussion

•Why are gains only slight?

• Although all the systems improve a fair 

number of comparisons, they degrade 

almost as many.

• The same pattern can be seen for human 

paraphrases: 6.46% being degraded vs. 

8.30% improved

• BLEU is a balancing act …



Discussion

•What is the effect on individual n-grams?



Conclusion

• Experiments show that adding paraphrased references rarely hurts BLEU and can 

provide moderate gains in its correlation with human judgments.

• Manual paraphrasing does give the best system-level BLEU results, but these 

gains are relatively limited, suggesting that diversity alone has its limits in 

addressing weakness of surface-based evaluation metrics like BLEU.



Introduction

• Open-domain dialogue datasets with only a single relevant response and no 

irrelevant responses are not suitable for training and testing dialog evaluation 

models.

• Irrelevant responses can easily be generated by sampling random utterances 

from other contexts, but such examples typically do not have any overlap with 

the context and hence are easier for the model to distinguish from relevant 

responses.



Contributions

• propose a multi-reference open-domain dialogue dataset with multiple relevant 

responses and adversarial irrelevant responses.

• perform an extensive study of the existing dialogue evaluation metrics using this 

dataset

• propose a new transformer-based evaluator pretrained on large-scale dialogue 

datasets.



Proposed Dataset

• Additional 5 reference responses were collected with the help of human annotators 

for each of the 19k contexts derived from DailyDialog.

• Human annotators were also asked to carefully irrelevant  responses that have a 

significant word overlap with the context.



Example



Dialogue Evaluation using BERT

• Existing BERT-based evaluation metrics do not leverage a successful recipe of (i) 

pretraining with a masked language modeling objective and (ii) finetuning with a 

task-specific objective

• DEB is trained using a masked language model objective (similar to BERT) and a 

modified next response prediction objective (identifying whether the given 

response is a valid next response for the given context)

• The key contribution here is to assess if pretraining on large-scale dialogue 

corpora improves the performance of dialogue evaluation metrics.



Experimental Setup

• The goal is to check if the adversarial responses in the proposed dataset, which 

are specifically crafted to target context-dependent model-based metrics, indeed 

affect the performance of such models.

• To do so….

• 1) first benchmark the models’ performance on random negatives

• 2) then check if the performance drops when evaluated on adversarial 

examples



Experimental Setup

• For each context in the test set, we obtain the scores assigned by a given metric to 

the 5 positive and 5 negative responses.

• For all untrained metrics (e.g BLEU), we consider the remaining 4 relevant 

responses as references.



Performance on Random Negatives

• The performance of all metrics is quantified using two measures:

• 1) Point Biserial Correlation (PBC) between the scores assigned by a metric and the binary 

target (1 for positive example and 0 for negative example)

• 2) classification accuracy of the metric by using a threshold and marking all responses having 

a score above this threshold as positive and others as negative. (0.5 for trained metrics and  for 

untrained metrics, they perform a search from 0 to 1 with step size of 0.001 and select the 

threshold that minimizes the error rate on valid set)



Performance on Random Negatives



Analysis using Box Plots



Performance on Synthetically Crafted Adversarial Responses

• Before evaluating them using the adversarial examples, we first investigate the 

performance of  the models with synthetically crafted adversarial attacks.

• Perform a simple transformations on relevant responses by:

• 1) jumbling words in the sequence

• 2) reversing the sequence

• 3) dropping all words except nouns

• 4) dropping all stopwords

• 5)dropping punctuation

• 6) replacing words with synonyms



Performance on Synthetically Crafted Adversarial Responses



Performance of Model-Based Metrics on Manually Crafted 

Adversarial Responses

• The accuracy of all the model 

drops.

• The models wrongly classify most 

of the irrelevant responses as 

positive responses.



Conclusion

• Even in the presence of multiple correct references, n-gram based metrics and 

embedding based metrics do not perform well at separating relevant responses 

from even random negatives.

• While model-based metrics perform better than n-gram and embedding based 

metrics on random negatives, their performance drops substantially when 

evaluated on adversarial examples.

• Even large-scale pretrained evaluation models are not robust to the adversarial 

examples in the dataset.


