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Overview

• Sentence Embedding: learning semantically meaningful 
representations for each sentence.

• Unsupervised Sentence Embedding: unsupervised learning goals.

(reconstruct self or surrounding sentences) 

SDAE, FastSent, QT, IS-BERT

• Supervised Sentence Embedding: labeled data.

InferSent, USE, SBERT



Overview

• Sentence-BERT: Sentence Embeddings using Siamese BERT-
Networks(EMNLP 2019)(SBERT)

• DeCLUTR: Deep Contrastive Learning for Unsupervised Textual 
Representations(Arxiv 2020)

• An Unsupervised Sentence Embedding Method by Mutual 
Information Maximization(EMNLP 2020)(IS-BERT)





Introduction
Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks(EMNLP 2019)

• BERT set new state-of-the-art performance on various sentence 
classification and sentence-pair regression tasks.

• BERT uses a cross-encoder: Two sentences are passed to the 
transformer network and the target value is predicted.

• However, this setup is unsuitable for various pair regression tasks 
due to too many possible combinations.

• Sentence-BERT (SBERT), a modification of the BERT network using 
siamese and triplet networks that is able to derive semantically 
meaningful sentence embeddings, which can be used for large-
scale semantic similarity comparison.



Method
Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks(EMNLP 2019)

• SBERT adds a pooling operation on top
of the encoder to derive a fixed sized 
sentence embedding.
CLS, MEAN, MAX

• Three objective functions.
Classification

Regression

Triplet

• Trained on SNLI and Multi-Genre NLI   



Experiment-Semantic Textual Similarity (Unsupervised-STS)
Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks(EMNLP 2019)

• Using the output of BERT leads to rather poor performances.

• The proposed method outperforms both InferSent and Universal Sentence 
Encoder substantially.

• We only observe minor difference between SBERT and SRoBERTa for generating 
sentence embeddings.



Experiment-Semantic Textual Similarity (Supervised-STS)
Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks

• The author uses the training set to 
fine-tune SBERT using the regression 
objective function. At prediction time, 
they compute the cosine-similarity 
between the sentence embeddings.

• This two-step approach had an 
especially large impact for the BERT 
cross-encoder.

• There is not a significant difference 
between BERT and RoBERTa.



Experiment-SentEval
Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks(EMNLP 2019)

• SBERT is able to achieve the best performance in 5 out of 7 tasks.

• Even though transfer learning is not the purpose of SBERT, it outperforms other 
state-of-the-art sentence embeddings methods on this task.

• Average BERT embeddings / CLS-token output from BERT return sentence 
embeddings that are infeasible to be used with cosine similarity or with Euclidean 
distance.



Experiment-Ablation Study
Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks(EMNLP 2019)

• When trained with the classification 
objective function on NLI data, the 
pooling strategy has a rather minor 
impact. The impact of the 
concatenation mode is much larger.

• The most important component is 
the elementwise difference |u − v|.

• When trained with the regression 
objective function, we observe that 
the pooling strategy has a large 
impact. There, the MAX strategy 
perform significantly worse than 
MEAN or CLS-token strategy. 



Summary
Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks(EMNLP 2019)

• SBERT achieve a significant improvement over state-of-the-art 
sentence embeddings methods.  

• Replacing BERT with RoBERTa did not yield a significant 
improvement in our experiments.

• SBERT is computationally efficient. 

• Compared with InferSent, mainly replacing BiLSTM encoder with 
BERT.

• NLI is a high-level understanding task that involves reasoning about 
the semantic relationships within sentences. 

• Better supervised sentence embedding? 

• better encoder than BERT

• better labeled data than NLI





Introduction
Deep Contrastive Learning for Unsupervised Textual Representations(Arxiv 2020)

• Recent work has demonstrated strong transfer task performance using 
pretrained sentence-level embeddings. 

• However, the highest performing solutions require at least some labelled data, 
limiting their usefulness to languages and domains where labelled data exists 
for the chosen pretraining tasks.

• We propose a self-supervised, contrastive objective that can be used alongside 
MLM to pretrain a transformer.



Method
Deep Contrastive Learning for Unsupervised Textual Representations(Arxiv 2020)

• For each document d in a 
minibatch of size N, we sample A 
anchor spans per document and P 
positive spans per anchor.

• Positive spans can overlap with, 
be adjacent to or be subsumed by 
the sampled anchor span.

• The length of anchors and 
positives are randomly sampled 
from beta distributions.



Method
Deep Contrastive Learning for Unsupervised Textual Representations(Arxiv 2020)

The sampling procedure produces three types of positives: positives that 
partially overlap with the anchor, positives adjacent to the anchor, and 
positives subsumed by the anchor, 

and two types of negatives: easy negatives sampled from a different document 
than the anchor, and hard negatives sampled from the same document as the 
anchor.



Experiment
Deep Contrastive Learning for Unsupervised Textual Representations(Arxiv 2020)

• Both DeCLUTR-small and DeCLUTR-base significantly boost downstream 
task performance while maintaining high probing task performance.



Experiment
Deep Contrastive Learning for Unsupervised Textual Representations(Arxiv 2020)

• sampling multiple anchors per document has a large positive impact on the quality of the learned 
embeddings.

• a positive sampling srategy that allows positives to be adjacent to and subsumed by the anchor 
outperforms a strategy which only allows adjacent or subsuming views.



Experiment
Deep Contrastive Learning for Unsupervised Textual Representations(Arxiv 2020)

• pretraining the model with both the MLM and contrastive objectives 
improves performance over training with either objective alone. 



Summary
Deep Contrastive Learning for Unsupervised Textual Representations(Arxiv 2020)

• The author proposed a self-supervised objective for learning universal 
sentence representations. The objective is conceptually simple, easy to 
implement, and applicable to any text encoder.

• Results on the SentEval benchmark demonstrated the effectiveness of the 
proposed method.

• Need document example which contain many spans.

• Not learning representation of a complete sentence. 

• Better unsupervised sentence embedding? 
• Better positives and better negatives.





Introduction
An Unsupervised Sentence Embedding Method by Mutual Information Maximization(EMNLP 2020)

• BERT is inefficient for sentence-pair tasks such as clustering or semantic 
search as it needs to evaluate combinatorially many sentence pairs which is 
very time-consuming.

• SBERT is trained on corpus with high-quality labeled sentence pairs, which 
limits its application to tasks where labeled data is extremely scarce.

• The author proposes a novel unsupervised sentence embedding model with 
light-weight feature extractor on top of BERT for sentence encoding, and 
train it with a novel self-supervised learning objective. 



Method
An Unsupervised Sentence Embedding Method by Mutual Information Maximization(EMNLP 2020)



Method
An Unsupervised Sentence Embedding Method by Mutual Information Maximization(EMNLP 2020)

• The learning objective is to maximize the mutual information (MI) between 
the global sentence representation E(x) and each of its local token 
representation Fi(x).

• the Jensen-Shannon estimator is defined as

• The end-goal learning objective over the whole dataset X is defined as 



Experiment-Unsupervised Evaluations-Unsupervised STS
An Unsupervised Sentence Embedding Method by Mutual Information Maximization(EMNLP 2020)

• BERT out-of-the-box gives surely poor results on STS tasks. all supervised methods 
outperform other unsupervised baselines. As expected, IS-BERT-NLI is in general 
inferior to these two supervised baselines.



Experiment-Supervised Evaluations-SentEval
An Unsupervised Sentence Embedding Method by Mutual Information Maximization(EMNLP 2020)

• IS-BERT-task is able to outperform other unsupervised baselines on 6 out of 7 tasks, 
and it is on par with InferSent and USE which are strong supervised baselines trained 
on NLI task



Experiment-Supervised Evaluations-Supervised STS
An Unsupervised Sentence Embedding Method by Mutual Information Maximization(EMNLP 2020)

• BERT and SBERT performs similarly on 
this task. IS-BERT-STSb (ssl+ft) 
outperforms both baselines.

• When directly fine-tuning IS-BERT on the 
labeled data, it performs much worse 
than SBERT. 

• However, when comparing IS-BERT-
STSb(ft) with IS-BERT-STSb(ssl+ft), 
adding self-supervised learning before 
fine-tuning leads to more than 10% 
performance improvements. 



Summary
An Unsupervised Sentence Embedding Method by Mutual Information Maximization(EMNLP 2020)

• The author proposed IS-BERT for unsupervised sentence 
representation learning with a novel MI maximization objective.

• IS-BERT outperforms all unsupervised sentence embedding baselines 
on various tasks and is competitive with supervised sentence 
embedding methods in certain scenarios.  

• IS-BERT achieves substantially better results in this scenario as it has 
the flexibility to be trained on the task-specific corpus without label 
restriction.

• A new way of constructing positive and negative cases: global-to-local.
• Better unsupervised sentence embedding? 

• Better positives and better negatives.



Thanks


