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Overview

* Sentence Embedding: learning semantically meaningful
representations for each sentence.

* Unsupervised Sentence Embedding: unsupervised learning goals.
(reconstruct self or surrounding sentences)
SDAE, FastSent, QT, IS-BERT

* Supervised Sentence Embedding: labeled data.
InferSent, USE, SBERT



Overview

* Sentence-BERT: Sentence Embeddings using Siamese BERT -
Networks(EMNLP 2019)(SBERT)

* DeCLUTR: Deep Contrastive Learning for Unsupervised Textual
Representations(Arxiv 2020)

* An Unsupervised Sentence Embedding Method by Mutual
Information Maximization(EMNLP 2020)(IS-BERT)
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INntroduction

Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks(EMNLP 2019)

* BERT set new state-of-the-art performance on various sentence
classification and sentence-pair regression tasks.

* BERT uses a cross-encoder: Two sentences are passed to the
transformer network and the target value Is predicted.

* However, this setup Is unsuitable for various pair regression tasks
due to too many possible combinations.

* Sentence-BERT (SBERT), a modification of the BERT network using
siamese and triplet networks that is able to derive semantically
meaningful sentence embeddings, which can be used for large-
scale semantic similarity comparison.



Method

Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks(EMNLP 2019)

* SBERT adds a pooling operation on top
of the encoder to derive a fixed sized
sentence embedding.

CLS, MEAN, MAX
* Three objective functions.

Classification o = softmax(W(u, v, |u —v|))
Regression cosine-sim(u, v)
Triplet
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* Trained on SNLI and Multi-Genre NLI
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EXperimeﬂt—Semantic Textual Similarity (Unsupervised-STS)

Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks(EMNLP 2019)

Model STS12 | STS13 | STS14 | STS15 | STS16 | STSh | SICK-R Avg.
Avg. GloVe embeddings 55.14 70.66 59.73 68.25 63.66 | 58.02 53.76 61.32
Avg. BERT embeddings 38.78 57.98 57.98 63.15 61.06 | 46.35 58.40 54.81
BERT CLS-vector 20.16 30.01 20.09 36.88 38.08 16.50 42.63 29.19
InferSent - Glove 52.86 66.75 62.15 72.77 66.87 68.03 65.65 65.01
Universal Sentence Encoder | 64.49 67.80 64.61 76.83 73.18 74.92 76.69 71.22
SBERT-NLI-base 70.97 76.53 73.19 79.09 74.30 77.03 72.91 74.89
SBERT-NLI-large 72.27 78.46 74.90 80.99 76.25 79.23 73.75 76.55
SRoBERTa-NLI-base 71.54 72.49 70.80 78.74 73.69 77.77 74.46 74.21
SRoBERTa-NLI-large 74.53 77.00 73.18 81.85 76.82 79.10 74.29 76.68

Table 1: Spearman rank correlation p between the cosine similarity of sentence representations and the gold labels

* Using the output of BERT leads to rather poor performances.

* The proposed method outperforms both InferSent and Universal Sentence
Encoder substantially.

* We only observe minor difference between SBERT and SRoBERTa for generating
sentence embeddings.



EXperimeﬂt—Semantic Textual Similarity (Supervised-STS)

Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks

* The author uses the training set to
fine-tune SBERT using the regression
objective function. At prediction time,
they compute the cosine-similarity
between the sentence embeddings.

* This two-step approach had an
especially large impact for the BERT
cross-encoder.

* There Is not a significant difference
between BERT and RoBERTa.

Model Spearman
Not trained for STS

Avg. GloVe embeddings 58.02
Avg. BERT embeddings 46.35
InferSent - GloVe 68.03
Universal Sentence Encoder 74.92
SBERT-NLI-base 77.03
SBERT-NLI-large 79.23

Trained on STS benchmark da

lasel

BERT-STSb-base

84.30 £ 0.76

SBERT-STSb-base 84.67 £0.19
SRoBERTa-STSb-base 84.92 + 0.34
BERT-STSb-large 85.64 £ 0.81
SBERT-STSb-large 84.45 £0.43

SRoBERTa-STSb-large

85.02 £ 0.76

Trained on NLI data + STS be

nchmark data

BERT-NLI-STSb-base 88.33 = 0.19
SBERT-NLI-STSb-base 85.35 £ 0.17
SRoBERTa-NLI-STSb-base | 84.79 + (.38
BERT-NLI-STSb-large 88.77 + 0.46
SBERT-NLI-STSb-large 86.10 £ 0.13
SRoBERTa-NLI-STSb-large | 86.15 + 0.35




EXperiment-Senteval

Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks(EMNLP 2019)

Model MR CR SUBJ | MPQA | SST | TREC | MRPC Avg.
Avg. GloVe embeddings 77.25 | 78.30 | 91.17 87.85 80.18 83.0 72.87 81.52
Avg. fast-text embeddings 7796 | 79.23 | 91.68 87.81 82.15 83.6 74.49 82.42
Avg. BERT embeddings 78.66 | 86.25 | 9437 88.66 84.40 92.8 69.45 84.94
BERT CLS-vector 78.68 | 84.85 | 9421 88.23 84.13 91.4 71.13 84.66
InferSent - GloVe 81.57 | 86.54 | 92.50 90.38 84.18 88.2 75.77 85.59
Universal Sentence Encoder | 80.09 | 85.19 | 93.98 86.70 86.38 03.2 70.14 85.10
SBERT-NLI-base 83.64 | 8943 | 9439 89.86 88.96 89.6 76.00 87.41
SBERT-NLI-large 84.88 | 90.07 | 94.52 90.33 90.66 87.4 75.94 87.69

* SBERT Is able to achieve the best performance in 5 out of 7 tasks.

* Even though transfer learning is not the purpose of SBERT, It outperforms other
state-of-the-art sentence embeddings methods on this task.

* Average BERT embeddings / CLS-token output from BERT return sentence
embeddings that are infeasible to be used with cosine similarity or with Euclidean
distance.



EXperiment-Ablation Study

Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks(EMNLP 2019)

* When trained with the classification
objective function on NLI data, the
pooling strategy has a rather minor
Impact. The impact of the

concatenation mode is much larger.

The most important component is
the elementwise difference [u — v]|.

When trained with the regression
objective function, we observe that
the pooling strategy has a large
Impact. There, the MAX strategy
perform significantly worse than
MEAN or CLS-token strategy.

| NLI | STSbh
Pooling Strategy
MEAN 80.78 | 87.44
MAX 79.07 | 69.92
CLS 79.80 | 86.62
Concatenation
(u,v) 66.04
(|u— v|) 69.78
(u*w) 70.54
(Ju—v|,u*v) 78.37
(u, v, u*v) 77.44
(u,v, |u — v|) 80.78
(u,v,|u—v|,uxv) | 80.44

Table 6: SBERT trained on NLI data with the clas-
sification objective function, on the STS benchmark
(STSb) with the regression objective function. Con-
figurations are evaluated on the development set of the
STSb using cosine-similarity and Spearman’s rank cor-
relation. For the concatenation methods, we only report
scores with MEAN pooling strategy.



summary

Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks(EMNLP 2019)

* SBERT achieve a significant improvement over state-of-the-art
sentence embeddings methods.

* Replacing BERT with RoBERTa did not yield a significant oS
Improvement in our experiments. !

’ fully-connected layers |

* SBERT Is computationally efficient. o A |
(v, |Ju—v|,u*v)
* Compared with InferSent, mainly replacing BILSTM encoder with u/l N;
BERT. 4 }
« NLlis a high-level understanding task that involves reasoning about wih pramise nput. | | with hypothesis npu

the semantic relationships within sentences.

Figure 1: Generic NLI training scheme.

* Better supervised sentence embedding?
* better encoder than BERT
* better labeled data than NLI
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INntroduction

Deep Contrastive Learning for Unsupervised Textual Representations(Arxiv 2020)

* Recent work has demonstrated strong transfer task performance using
pretrained sentence-level embeddings.

* However, the highest performing solutions require at least some labelled data,
limiting their usefulness to languages and domains where labelled data exists

for the chosen pretraining tasks.

* We propose a self-supervised, contrastive objective that can be used alongside
MLM to pretrain a transformer.



Method

Deep Contrastive Learning for Unsupervised Textual Representations(Arxiv 2020)

A.
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Method

Deep Contrastive Learning for Unsupervised Textual Representations(Arxiv 2020)

The sampling procedure produces three types of positives: positives that
partially overlap with the anchor, positives adjacent to the anchor, and

positives subsumed by the anchor,

and two types of negatives: easy negatives sampled from a different document
than the anchor, and hard negatives sampled from the same document as the

anchor.
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Experiment

Deep Contrastive Learning for Unsupervised Textual Representations(Arxiv 2020)

SentEval
Model Parameters Embed. dim. Downstream Probing  Avg. A
Bag-of-words (BoW) weak baselines
GloVe - 300 65.50 6242 6396 -12.02
fastText - 300 68.57 63.16  65.87 -10.11
Supervised and semi-supervised
InferSent 38M 4096 76.46 72.58 7452 -1.46
USE 147M 512 79.13 66.70 7291 -3.06
Sentence Transformers 125M 768 77.59 63.22 7040 -5.57
Unsupervised
Transformer-small 82M 768 72.69 74.27 7348 -2.50
Transformer-base 125M 768 72.22 73.38 72.80 -3.18
DeCLUTR-small (ours) 82M 768 76.80 73.84 7532 -0.66
DeCLUTR-base (ours) 125M 768 78.16 73.80 7598 —

* Both DeCLUTR-small and DeCLUTR-base significantly boost downstream
task performance while maintaining high probing task performance.



Experiment

Deep Contrastive Learning for Unsupervised Textual Representations(Arxiv 2020)

{a) Anchors per document (b) Positives per anchor (c) Sampling strategy
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* sampling multiple anchors per document has a large positive impact on the quality of the learned
embeddings.

* a positive sampling srategy that allows positives to be adjacent to and subsumed by the anchor
outperforms a strategy which only allows adjacent or subsuming views.



Experiment

Deep Contrastive Learning for Unsupervised Textual Representations(Arxiv 2020)

(a) DeCLUTR-small (b) DeCLUTR-base
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Figure 3: Effect of training objective, train set size and model capacity on SentEval performance.
DeCLUTR-small has 6 layers and ~82M parameters; DeCLUTR-base has 12 layers and ~125M
parameters. Average scores are reported from the development set of the SentEval benchmark. 100%
corresponds to | epoch of training with all 495,243 documents from our OpenWebText subset.

* pretraining the model with both the MLM and contrastive objectives
Improves performance over training with either objective alone.



summary

Deep Contrastive Learning for Unsupervised Textual Representations(Arxiv 2020)

* The author proposed a self-supervised objective for learning universal
sentence representations. The objective Is conceptually simple, easy to
Implement, and applicable to any text encoder.

Results on the Sentkval benchmark demonstrated the effectiveness of the
proposed method.

Need document example which contain many spans.

Not learning representation of a complete sentence.

Better unsupervised sentence embedding?
* Better positives and better negatives.
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INntroduction

An Unsupervised Sentence Embedding Method by Mutual Information Maximization(EMNLP 2020)

* BERT Is inefficient for sentence-pair tasks such as clustering or semantic
search as It needs to evaluate combinatorially many sentence pairs which is

very time-consuming.
* SBERT Is trained on corpus with high-quality labeled sentence pairs, which
limits its application to tasks where labeled data Is extremely scarce.

* The author proposes a novel unsupervised sentence embedding model with
light-weight feature extractor on top of BERT for sentence encoding, and
train it with a novel selt-supervised learning objective.



Method

An Unsupervised Sentence Embedding Method by Mutual Information Maximization(EMNLP 2020)
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Figure 1: Model Architecture. Two sentences are encoded by BERT and multiple CNNs with different window
sizes Lo get concatenated local n-gram token embeddings. A discriminator 7" takes all pairs of {sentence represen-
tation, token representation} as input and decides whether they are from the same sentence. In this example, we
treat sentence “A” as the positive sample and “B” as negative, then n-gram embeddings of “A” will be summarized
to a global sentence embedding via pooling. The discriminator produces scores for all token representations from
both “A” and “B” to maximize the MI estimator in Eq.2.



Method

An Unsupervised Sentence Embedding Method by Mutual Information Maximization(EMNLP 2020)

* The learning objective Is to maximize the mutual information (Ml) between
the global sentence representation E(x) and each of its local token
representation F'(x).

* the Jensen-Shannon estimator is defined as
2252 (Fy (x): £0(x)) ==
Ep[—sp(~Tu(F)” (x), £9(x)))]
Eyp, s[sp(T(Fy” ('), £(x)))],

(2)

* The end-goal learning objective over the whole dataset X'is defined as

1
w*, 0% = argmax — (
e, g |

. 3)
S S TP (F ) ().

xedk i=1



Experiment— Unsupervised Evaluations-Unsupervised STS

An Unsupervised Sentence Embedding Method by Mutual Information Maximization(EMNLP 2020)

Model STS12 STS13 STS14 STSI5 STS16 STSh  SICK-R | Avg.
Using unlabeled data (unsupervised methods)

Unigram-TFIDF! - - 58.00 - - - 52.00 -
SDAE! - - 12.00 - - - 46.00 -
ParagraphVec DBOW' - - 43.00 - - - 42.00 -
ParagraphVec DM - - 44.00 - - - 44.00 -
SkipThought! - - 27.00 - - - 57.00 -
FastSent! - - 63.00 - - - 61.00 -

Avg. GloVe embeddingst | 55.14  70.66 5973 6825 63.66 58.02 53.76 | 61.32
Avg. BERT embeddingst | 38.78 5798 5798 63.15 61.06 46.35 58.40 | 5481

BERT CLS-vector? 20.16  30.01 2009  36.88  38.08 16.50 42.63 | 29.19
Ours: IS-BERT-NLI 56.77 6924  61.21 75.23  70.16 69.21 64.25 | 66.58
Using labeled NLI data (supervised methods)

InferSent - GloVe* 5286 66775  62.15 7277 6687 68.03 65.65 65.01
USE? 6449 6780 64.61 76.83 7318 7492 76.69 | 71.22
SBERT-NLI 7097 7653 7319  79.09 7430 77.03 72.91 74.89

* BERT out-of-the-box gives surely poor results on STS tasks. all supervised methods
outperform other unsupervised baselines. As expected, IS-BERT-NLI is in general
Inferior to these two supervised baselines.



EXperimeﬂt—Supervised Evaluations-SentEval

An Unsupervised Sentence Embedding Method by Mutual Information Maximization(EMNLP 2020)

Model MR CR SUBJ MPQA SST TREC MRPC | Ave.
Using unlabeled data (unsupervised methods)

Unigram-TFIDF! 73.7  79.2 903 82.4 - 85.0 73.6 -
SDAE! 746  78.0 908 86.9 - 78.4 737 | -
ParagraphVec DBOW/! 60.2 669 763 70.7 - 59.4 729 | -
SkipThought! 76.5 80.1 936  87.1 82.0 922 73.0 | 83.50
FastSent! 70.8 784 887 80.6 - 76.8 722 | -
Avg. GloVe embeddings? | 77.25 7830 91.17 87.85 80.18 830  72.87 | 81.52
Avg. BERT embeddings’ | 78.66 86.25 9437 88.66 8440 928  69.54 | 8494
BERT CLS-vectort 78.68 8485 9421 8823 84.13 914  71.13 | 84.66
Ours: IS-BERT-task 81.09 87.18 9496 88.75 8596 88.64 74.24 | 85.91

Using labeled NLI data (supervised methods)

InferSent - GloVe? 81.57 86.54 9250 9038 84.18 882 75.77 85.59
USE? 80.09 RB85.19 9398 B6.70 86.38 932 70.14 | 85.10
SBERT-NLI 83.64 8943 9439 RB9B6 8RY6 896 76.00 | 87.41

* |S-BERT-task Is able to outperform other unsupervised baselines on 6 out of 7 tasks,
andl\ht_||s orp( par with InferSent and USE which are strong supervised baselines trained
on tas



Experi MEeNT-Supervised Evaluations-Supervised STS

An Unsupervised Sentence Embedding Method by Mutual Information Maximization(EMNLP 2020)

* BERT and SBERT performs similarly on
this task. IS-BERT-STSb (ssl+ft)

outperforms both baselines. Model p
BERT-STSb 84.30
* When directly fine-tuning IS-BERT on the SBERI-SISh Ba.07
. Ouwrs: IS-BERT-STSb (fit) 74.76
labeled data, It performs much worse Ours: IS-BERT-STSb (ssl + 1) | 85.04
than SBERT.

* However, when comparing IS-BERT-
STSb(ft) with IS-BERT-STSb(ssl+ft),
adding selt-supervised learning before
fine-tuning leads to more than 10%
performance improvements.

and Gurevych, 2019)

Table 4: Spearman’s rank correlation p on the STSb test
sel. Results of baselines are extraclted from (Reimers



summary

An Unsupervised Sentence Embedding Method by Mutual Information Maximization(EMNLP 2020)

* The author proposed IS-BERT for unsuloervis_ed sentence
representation learning with a novel MI maximization objective.

* |S-BERT outperforms all unsupervised sentence embedding baselines
on various tasks and is competitive with supervised sentence
embedding methods In certain scenarios.

* |S-BERT achieves substantially better results in this scenario as It has
the flexibility to be trained on the task-specific corpus without label
restriction.

* A new way of constructing positive and negative cases: global-to-local.

* Better unsupervised sentence embedding?
* Better positives and better negatives.
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