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FactCC — Introduction

/sentences



FactCC — Related Work

• Natural language inference (NLI)
• focuses on classifying logical entailment between short, single sentence 

pairs
• but verifying factual consistency can require incorporating the entire 

context of the source document

• Fact checking
• focuses on verifying facts against the whole of available knowledge
• whereas factual consistency checking focuses on adherence of facts to 

information provided by a source document without guarantee that the 
information is true



FactCC — Proposed Method

• Building the training dataset which contains factually consistent 
or inconsistent document-sentence pairs  (key contribution)
• Building the development and test datasets
• Training a BERT-based binary classifier
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FactCC — Proposed Method

• Building the training dataset which contains factually consistent 
or inconsistent document-sentence pairs  (key contribution)

Consistent
Pairs

Inconsistent
Pairs

Back Translation
En->Ch->En
En->Fr->En
En->Ge->En
En->Sp->En
En->Ru->En



FactCC — Proposed Method

• Building the training dataset which contains factually consistent 
or inconsistent document-sentence pairs  (key contribution)

Consistent
Pairs

Inconsistent
Pairs

Randomly choose a verb:
Negation->Non-negation
Non-negation->Negation



FactCC — Proposed Method

• Building the training dataset which contains factually consistent 
or inconsistent document-sentence pairs  (key contribution)

Consistent
Pairs

Inconsistent
Pairs

A randomly chosen 
pronoun was swapped
with a different one 
from the same 
pronoun
group to ensure 
syntactic correctness, 
e.g., {him,her,them}



FactCC — Proposed Method

• Building the training dataset which contains factually consistent 
or inconsistent document-sentence pairs  (key contribution)

Consistent
Pairs

Inconsistent
Pairs

An entity is randomly 
replaced with an entity 
within the same group,
Name entity->Name entity
Dates->Number values



FactCC — Proposed Method

• Building the training dataset which contains factually consistent 
or inconsistent document-sentence pairs  (key contribution)

Consistent
Pairs

Inconsistent
Pairs

the token was randomly
duplicated or removed from 
the sequence



FactCC — Proposed Method

• Building the training 
dataset which contains 
factually consistent or 
inconsistent document-
sentence pairs  (key 
contribution)



FactCC — Proposed Method

• Building the training dataset which contains factually consistent 
or inconsistent document-sentence pairs  (key contribution)
• using news articles from the CNN/DailyMail dataset as source documents. 1,003,355

training examples were created, out of which 50.2% were labeled as negative 
(INCONSISTENT) and the remaining 49.8% were labeled as positive (CONSISTENT).

• Building the development and test datasets
• manually annotated by the authors on the summaries output by state-of-the-art 

summarization models. Development: 931, Test: 503.

• Training a BERT-based binary classifier
• FactCC: BERT + Binary Classifier
• FactCCX: BERT + Binary Classifier + Extract Support Spans



FactCC — Experiments

• Classification Accuracy



FactCC — Experiments

• Oder Error Rate

P((document, positive sentence))
?

P((document, negative sentence)) 
V



FactCC — Experiments

• Quality of Extracted Spans by FactCCX



FactCC — Experiments

• Quality of Extracted Spans by FactCCX



FactCC — Conclusions

• A novel, weakly-supervised BERT-based model for verifying 
factual consistency in abstractive summary sentences
• Specialized modules that explain which portions of both the 

source document and generated summary are pertinent to the 
decision of the model
• Address one specific aspect of summarization evaluation





GRADE—Main Contributions

• Propose a Graph-enhanced Representation for Automatic 
Dialogue Evaluation (GRADE), which is the first attempt to 
introduce graph reasoning into dialogue evaluation.
• Construct and release a new large-scale human evaluation 

benchmark with 1200 context-response pairs



GRADE—Motivation

• Existing SOTA
metrics only model 
dialogue coherence 
at utterance level 
without explicitly
considering the fine-
grained topic 
transition dynamics 
of dialogue flows

Green/Red words are the topic keywords of the 
context/response, which can be aligned to the 
corresponding nodes in the commonsense graph.
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Rule-based extractor,
tf-idf+POS
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Rule-based extractor,
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ConceptNet, initial: 𝒉. = 𝐶𝑁(𝑡.),
where 𝐶𝑁 means the ConceptNet
Numberbatch embeddings
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GRADE—Dialogue Graph Construction

Rule-based extractor,
tf-idf+POS

ConceptNet, initial: 𝒉. = 𝐶𝑁(𝑡.),
where 𝐶𝑁 means the ConceptNet
Numberbatch embeddings

…

Only consider the edges between the 
context nodes 𝑉" and the response 
nodes 𝑉3

Hop-attention
weights



GRADE—Model

𝒗" = 𝐵𝐸𝑅𝑇(𝒄, 𝒓)



GRADE—Topic-level Graph Reasoning

where 𝒉𝑖
0 = 6𝒉𝑖, 𝑁𝑖 is the neighboring nodes of 𝑡𝑖

in the dialogue graph G, 𝛼𝑖𝑗 is the attention coefficient,
𝜌 is LeakyReLU.

𝒗:

where ELU represents an exponential linear unit and
𝐹𝐶< is a fully-connected layer with an ELU activation.



GRADE—Model

𝒗" = 𝐵𝐸𝑅𝑇(𝒄, 𝒓)
𝒗:

𝒗" = 𝐵𝐸𝑅𝑇(𝒄, 𝒓)

𝐸𝐿𝑈

𝐸𝐿𝑈

sigmoid



GRADE—Training

• Training objective: margin ranking loss

Sampled false response



GRADE—Training

• Training objective: margin ranking loss

• Negative sampling: select negative �̅� which is similar to ground-truth
𝑟
• Lexical sampling: use Lucene to retrieve utterances that is related to 𝑟 from the

training dataset and select the middle one as �̅�
• Embedding-based sampling: randomly sample 1000 utterances -> compute

the cosine similarity with 𝑟 -> randomly select one from the top-5 utterances as
�̅�.

Sampled false response



GRADE—Experiments

• Datasets:
• Training: DailyDialog
• Testing: totally 1200 context-response pairs with human-annotated coherence

score.
• DailyDialog

• 150 for Transformer-Ranker
• 150 for Transformer-Generator

• ConvAI2
• 150 for Transformer-Ranker
• 150 for Transformer-Generator
• 150 for Bert-Ranker
• 150 for DialoGPT

• EmpatheticDialogues
• 150 for Transformer-Ranker
• 150 for Transformer-Generator
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GRADE—Conclusions

• First attempt to introduce graph reasoning into dialogue
evaluation
• SOTA performance for dialogue coherence evaluation
• One limitation:
• the inconsistency between the training objective (relative ranking) and

the expected behavior (absolute scoring)





UNION—Background

B: BLEU

M: MoverScore

U: UNION, A UNreferenced
metrIc for evaluating Open-
eNded story generation



UNION—Model

input: 𝒔M

𝒓M, reconstruction loss

𝑦M
classification loss 𝒔M is a human-written story or 

an auto-constructed negative sample

𝒓M is the corresponding original
human-written story of 𝒔M

𝑦M ∈ {0, 1} indicates whether 𝒔M is
written by human



UNION—Model

input: (𝒔M, 𝒓M, 𝑦M)

𝒓M, reconstruction loss

𝑦M
classification loss

Reconstruction loss

Classification loss

Total loss



UNION—Negative Sampling

input: (𝒔M, 𝒓M, 𝑦M)

𝒓M, reconstruction loss

𝑦M
classification loss



UNION—Negative Sampling
• Motivation is from empirical observations of major errors that make a

story unreasonable



UNION—Negative Sampling
• Repetition:

• N-gram (N=1,2,3,4) in a random
sentence

• or randomly select a sentence to 
repeat and remove the following 
sentence

• Substitution:
• word-level: replace random 15% 

keywords in a story with their 
corresponding antonyms,
otherwise with another random 
keyword sampled from all the 
keywords of the same part-
ofspeech (POS), according to the 
mention frequency

• sentence-level: randomly replace a 
sentence in a story with another 
one sampled from the rest of 
stories in the dataset

• Reordering:
• randomly reorder the 

sentences in a story to 
create negative stories 
with conflicting plot

• Negation Alteration:
• adding or removing 

negation words using 
rules for different types 
of verbs



UNION—Negative Sampling
• Repetition:

• N-gram (N=1,2,3,4) in a random
sentence

• or randomly select a sentence to 
repeat and remove the following 
sentence

• Substitution:
• word-level: replace random 15% 

keywords in a story with their 
corresponding antonyms,
otherwise with another random 
keyword sampled from all the 
keywords of the same part-of-
speech (POS), according to the 
mention frequency

• sentence-level: randomly replace a 
sentence in a story with another 
one sampled from the rest of 
stories in the dataset

• Reordering:
• randomly reorder the 

sentences in a story to 
create negative stories 
with conflicting plot

• Negation Alteration:
• adding or removing 

negation words using 
rules for different types 
of verbs

• Step 1: sample the number (n) of 
techniques from {1,2,3,4} with a 
distribution {50%, 20%, 20%, 10%}

• Step 2: sample a technique without
replacement from {repetition, 
substitution, reordering, negation 
alteration} with a distribution {10%, 30%, 
40%, 20%} until the total number of 
techniques (n) is reached

• Step 3: apply the sampled techniques 
on a human-written story to obtain a 
negative sample



UNION—Experiments: Datasets



UNION—Experiments: Main Results



UNION—Experiments: Dataset Drift Setting



UNION—Experiments: Quality Drift Setting



UNION—Conclusions

• a learnable metric UNION for evaluating open-ended story 
generation to alleviate the one-to-many issue of referenced
metrics
• SOTA performance and better generalization ability to data

drift and quality drift


