
A (very) Brief Introduction 
to Conversational QA
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Conversation AI

• Conversational Question Answering


• Task-oriented dialogue agents


• Chatbots(chitchat)
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Conversation AI

• Conversational Question Answering


• Task-oriented dialogue agents


• Chatbots(chitchat)

User:  Who is Donald Trump? 
System: He is the 45th and current president of the United State. 

User: Is he in the running for 2020? 
System: Yes, with Mike Pence 

User:  Who’s gonna run against them. 
System: Joe biden 

User: okay. Who raise more money in the election? 
System: Trump. By July, he raised 1.21 billion.
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Conversational QA 
Outline

• Existing Tasks


• Existing Solutions
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Conversational QA 
Introduction

• Conversation is the natural way for humans to gather information/knowledge.


• Build an intelligent assistant system that can


• (1) understand conversation context 


• (2) provide correct and informed answers

User:  Who is Donald Trump? 
System: He is the 45th and current president of the United State. 

User: Is he in the running for 2020? 
System: Yes, with Mike Pence 

User:  Who’s gonna run against them. 
System: Joe biden 

User: okay. Who raise more money in the election? 
System: Trump. By July, he raised 1.21 billion.
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Conversational QA 
Existing Tasks

CoQA: A Conversational Question Answering Challenge

Siva Reddy⇤ Danqi Chen⇤ Christopher D. Manning
Computer Science Department

Stanford University
{sivar,danqi,manning}@cs.stanford.edu

Abstract

Humans gather information through conver-
sations involving a series of interconnected
questions and answers. For machines to as-
sist in information gathering, it is therefore
essential to enable them to answer conver-
sational questions. We introduce CoQA, a
novel dataset for building Conversational
Question Answering systems.1 Our dataset
contains 127k questions with answers, ob-
tained from 8k conversations about text pas-
sages from seven diverse domains. The ques-
tions are conversational, and the answers are
free-form text with their corresponding ev-
idence highlighted in the passage. We an-
alyze CoQA in depth and show that con-
versational questions have challenging phe-
nomena not present in existing reading com-
prehension datasets, e.g., coreference and
pragmatic reasoning. We evaluate strong
dialogue and reading comprehension mod-
els on CoQA. The best system obtains an
F1 score of 65.4%, which is 23.4 points be-
hind human performance (88.8%), indicat-
ing there is ample room for improvement.
We present CoQA as a challenge to the
community at https://stanfordnlp.
github.io/coqa.

1 Introduction

We ask other people a question to either seek or
test their knowledge about a subject. Depending on
their answer, we follow up with another question
and their second answer builds on what has already
been discussed. This incremental aspect makes hu-
man conversations succinct. An inability to build
and maintain common ground in this way is part
of why virtual assistants usually don’t seem like
competent conversational partners. In this paper,
we introduce CoQA, a Conversational Question

⇤The first two authors contributed equally.
1CoQA is pronounced as coca.

Jessica went to sit in her rocking chair. Today was her birthday
and she was turning 80. Her granddaughter Annie was coming
over in the afternoon and Jessica was very excited to see
her. Her daughter Melanie and Melanie’s husband Josh were
coming as well. Jessica had . . .

Q1: Who had a birthday?
A1: Jessica
R1: Jessica went to sit in her rocking chair. Today was her
birthday and she was turning 80.

Q2: How old would she be?
A2: 80
R2: she was turning 80

Q3: Did she plan to have any visitors?
A3: Yes
R3: Her granddaughter Annie was coming over

Q4: How many?
A4: Three
R4: Her granddaughter Annie was coming over in the after-
noon and Jessica was very excited to see her. Her daughter
Melanie and Melanie’s husband Josh were coming as well.

Q5: Who?
A5: Annie, Melanie and Josh
R5: Her granddaughter Annie was coming over in the after-
noon and Jessica was very excited to see her. Her daughter
Melanie and Melanie’s husband Josh were coming as well.

Figure 1: A conversation from the CoQA dataset.
Each turn contains a question (Qi), an answer (Ai)
and a rationale (Ri) that supports the answer.

Answering dataset for measuring the ability of ma-
chines to participate in a question-answering style
conversation. In CoQA, a machine has to under-
stand a text passage and answer a series of ques-
tions that appear in a conversation. We develop
CoQA with three main goals in mind.

The first concerns the nature of questions in a hu-
man conversation. Figure 1 shows a conversation
between two humans who are reading a passage,
one acting as a questioner and the other as an an-
swerer. In this conversation, every question after
the first is dependent on the conversation history.
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Conversational QA 
Existing Tasks

• Conversational Machine Reading Comprehension (CoQA, TACL19)


• Question Answering in Context (QuAC, EMNLP18)


• Open-Retrieval Question Answering in Context (OR-QuAC, SIGIR20)


• Interpretation of Natural Language Rules in Conversational Machine Reading 
(shARC EMNLP18)
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• In CoQA, a machine has to 
understand a text passage and 
answer a series of questions that 
appear in a conversation.


• The answers can be free-form text, 
while for each answer, a text span 
from the passage is regarded as a 
rationale to the answer.
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test their knowledge about a subject. Depending on
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Each turn contains a question (Qi), an answer (Ai)
and a rationale (Ri) that supports the answer.

Answering dataset for measuring the ability of ma-
chines to participate in a question-answering style
conversation. In CoQA, a machine has to under-
stand a text passage and answer a series of ques-
tions that appear in a conversation. We develop
CoQA with three main goals in mind.
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Conversational QA 
Existing Tasks

Conversational Machine Reading Comprehension
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• In QuAC, A students repeatedly ask 
teachers questions to learn about a 
topic of interest.


• Students cannot see the passage. 
Teachers select a text span as the 
answer and guide the students. (follow 
up?)


• The OR-QuAC dataset enhances QuAC 
by adapting it to an open-retrieval 
setting (do not provide the specific 
passages but the whole wikipedia).

QuAC : Question Answering in Context

Eunsol Choi
F~

He He
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Mohit Iyyer
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Percy Liang
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Allen Institute for Artificial Intelligence† University of Washington~
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{eunsol,yejin,lsz}@cs.washington.edu
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Abstract

We present QuAC, a dataset for Question
Answering in Context that contains 14K
information-seeking QA dialogs (100K ques-
tions in total). The dialogs involve two crowd
workers: (1) a student who poses a sequence
of freeform questions to learn as much as pos-
sible about a hidden Wikipedia text, and (2)
a teacher who answers the questions by pro-
viding short excerpts from the text. QuAC in-
troduces challenges not found in existing ma-
chine comprehension datasets: its questions
are often more open-ended, unanswerable, or
only meaningful within the dialog context, as
we show in a detailed qualitative evaluation.
We also report results for a number of ref-
erence models, including a recently state-of-
the-art reading comprehension architecture ex-
tended to model dialog context. Our best
model underperforms humans by 20 F1, sug-
gesting that there is significant room for fu-
ture work on this data. Dataset, baseline, and
leaderboard available at http://quac.ai.

1 Introduction

In information-seeking dialog, students repeat-
edly ask teachers questions to learn about a topic
of interest (Stede and Schlangen, 2004). Mod-
eling such conversations is challenging, as the
questions can be highly context-dependent, ellip-
tical, and even unanswerable. To enable learning
from rich information-seeking dialog, we present
QuAC (henceforth ), a large-scale dataset for
Question Answering in Context that contains 14K
crowdsourced QA dialogs (100K total QA pairs).1

Figure 1 shows an example dialog. The in-
teraction is student driven and centered around a
short evidence text (a section from Daffy Duck’s

1We use “dialog” to refer to a sequence of QA pairs.
F Authors contributed equally.

Section: Daffy Duck, Origin & History

STUDENT: What is the origin of Daffy Duck?

TEACHER: ,! first appeared in Porky’s Duck Hunt
STUDENT: What was he like in that episode?

TEACHER: ,! assertive, unrestrained, combative
STUDENT: Was he the star?

TEACHER: ¯,! No, barely more than an unnamed
bit player in this short

STUDENT: Who was the star?

TEACHER: 6,! No answer
STUDENT: Did he change a lot from that first

episode in future episodes?

TEACHER: ,! Yes, the only aspects of the char-
acter that have remained consistent (...) are his
voice characterization by Mel Blanc

STUDENT: How has he changed?

TEACHER: ,! Daffy was less anthropomorphic
STUDENT: In what other ways did he change?

TEACHER: ,! Daffy’s slobbery, exaggerated lisp
(...) is barely noticeable in the early cartoons.

STUDENT: Why did they add the lisp?

TEACHER: ,! One often-repeated “official” story
is that it was modeled after producer Leon
Schlesinger’s tendency to lisp.

STUDENT: Is there an “unofficial” story?

TEACHER: ,! Yes, Mel Blanc (...) contradicts
that conventional belief
. . .

Figure 1: An example dialog about a Wikipedia sec-
tion. The student, who does not see the section text,
asks questions. The teacher provides a response in the
form of a text span (or No answer ), optionally yes or
no ( Yes / No ), and encouragement about continuing a
line of questioning (should, ,! , could ¯,! , or should
not 6,! ask a follow-up question).

Wikipedia page), which only the teacher can ac-
cess. Given just the section’s heading, “Origin &
History”, the student aims to learn as much as pos-
sible about its contents by asking questions. The
teacher answers these questions with spans from
the evidence text, as in existing reading compre-
hension tasks (Rajpurkar et al., 2016). Addition-
ally, the teacher uses dialog acts to provide the stu-
dent with feedback (e.g., “ask a follow up ques-
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(Open-Retrieval) Question Answering in Context
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• Input:


• a snippet of supporting rule text


• a context scenario of the question


• a question


• a history of previous follow-up 
questions and answers


• predict the answer to the question (“Yes”or 
“No”) or, if needed, generate a follow-up 
question whose answer is necessary to 
answer the original question. 

Interpretation of Natural Language Rules in

Conversational Machine Reading
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Abstract

Most work in machine reading focuses on
question answering problems where the an-
swer is directly expressed in the text to read.
However, many real-world question answer-
ing problems require the reading of text not
because it contains the literal answer, but be-
cause it contains a recipe to derive an answer
together with the reader’s background knowl-
edge. One example is the task of interpret-
ing regulations to answer “Can I...?” or “Do
I have to...?” questions such as “I am work-
ing in Canada. Do I have to carry on pay-
ing UK National Insurance?” after reading a
UK government website about this topic. This
task requires both the interpretation of rules
and the application of background knowledge.
It is further complicated due to the fact that,
in practice, most questions are underspecified,
and a human assistant will regularly have to
ask clarification questions such as “How long
have you been working abroad?” when the an-
swer cannot be directly derived from the ques-
tion and text. In this paper, we formalise this
task and develop a crowd-sourcing strategy to
collect 32k task instances based on real-world
rules and crowd-generated questions and sce-
narios. We analyse the challenges of this task
and assess its difficulty by evaluating the per-
formance of rule-based and machine-learning
baselines. We observe promising results when
no background knowledge is necessary, and
substantial room for improvement whenever
background knowledge is needed.

1 Introduction

There has been significant progress in teaching ma-
chines to read text and answer questions when the
answer is directly expressed in the text (Rajpurkar
et al., 2016; Joshi et al., 2017; Welbl et al., 2018;
Hermann et al., 2015). However, in many settings,

⇤These three authors contributed equally

Do I need to carry on 
paying UK National 

Insurance?

I am working for an 
employer in Canada.

Yes

Have you been working abroad 52 
weeks or less?

Yes

You’ll carry on paying National 
Insurance for the first 52 weeks 
you’re abroad if you’re working for 
an employer outside the EEA.

in
pu
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ou

tp
ut

ou
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in
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Utterance 1

Utterance 2

Rule Text

Scenario

Question

Follow-up

Answer

Figure 1: An example of two utterances for rule
interpretation. In the first utterance, a follow-up
question is generated. In the second, the scenario,
history and background knowledge (Canada is not
in the EEA) is used to arrive at the answer “Yes”.

the text contains rules expressed in natural lan-
guage that can be used to infer the answer when
combined with background knowledge, rather than
the literal answer. For example, to answer some-
one’s question “I am working for an employer in
Canada. Do I need to carry on paying National
Insurance?” with “Yes”, one needs to read that
“You’ll carry on paying National Insurance if you’re
working for an employer outside the EEA” and un-
derstand how the rule and question determine the
answer.

Answering questions that require rule interpre-
tation is often further complicated due to missing
information in the question. For example, as il-
lustrated in Figure 1 (Utterance 1), the actual rule
also mentions that National Insurance only needs
to be paid for the first 52 weeks when abroad. This
means that we cannot answer the original question
without knowing how long the user has already
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Solutions
• Augment single-turn QA models with conversation modeling


• Conversation history selection


• Latest first? Attention?


• Conversation history integration


• Prepending? Attention? Marking previous answers in passage?


• Adapt to single-turn QA models via question rewriting


• Rewrite a context-dependent question into a self-contained question with 
the same answer. 


• CANARD—Context Abstraction: Necessary Additional Rewritten Discourse 
— a new dataset1 that rewrites QuAC questions.  
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Solutions
• Disappointingly, the current top-performing models are based 

on pre-training and other general ML tricks (BERT, knowledge 
distillation, adversarial training, etc), that are not really tailor-
made for conversation and QA.


• Hopefully, there remains substantial room for improvements.
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