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Overview

• Text Infilling (ArXiv 2019)

• T-CVAE: Transformer-Based Conditioned Variational Autoencoder 
for Story Completion (IJCAI 19)

• INSET: Sentence Infilling with INter-SEntential Transformer (ACL 
20)





Introduction
Text Infilling (ArXiv 2019)

• Text infilling, which fills missing text snippets of a sentence or paragraph, is 
also a common application in real life useful in numerous contexts, such as 
restoration of historical or damaged documents, contract or article writing 
with templates, text editing, and so forth.

• Previous studies are not directly 
applicable to many real scenarios 
where multiple portions at random 
positions of the text can be missing.



Method
Text Infilling (ArXiv 2019)

• We study the problem in a supervised 
setting. That is, we assume a set of pairs 
including both a template and example 
filled text for training.

• Given a text template where portions of a body of text are deleted or 
redacted, we want to fill in the blanks properly to produce complete, 
semantically coherent and meaningful text.



Method
Text Infilling (ArXiv 2019)

• The decoder will fill in the blanks 
one by one. 

• For the infilling of each segment, 
the decoder fills in the missing 
token auto-regressively, 
conditioning on the template 
together with what has been filled 
in the template. 

• __m__ be a placeholder for a blank.

• <bob> and <eob> are the beginning token and ending token of each blank.

• <bos> and <eos> mark the first and last token for the whole sentence.

pos = seg_id ∗ base + offset_id
base: a self-defined integer



Experiment
Text Infilling (ArXiv 2019)

• All methods use the positional embedding 
as inputs. 

• A higher mask rate and a larger number of 
blanks lead to a more difficult task.

• with increasing mask rate and #blanks, the 
model performance (BLEU and PPL) drops.

• Seq2seq and GAN provide comparable 
performance, while the self-attention model 
consistently outperforms both.  



Experiment
Text Infilling (ArXiv 2019)

Long Content Infilling
• Grimm’s Fairy Tale, leaving only one noun and 

one verb in the template. The resulting 
average mask rate is 81.3%. 

• NBA news, leave in each template the name 
of a player or a team, and the numbers. The 
resulting average mask rate is 78.1%

• With the increasing mask rate, the infilling task 
becomes more open-end, making BLEU score 
less suitable. 

• Self-attention model again improves over 
other comparison methods on both datasets.

• Seq2seq and GAN-based model
fail to generate semantically coherent and 
fluent patches to fill the templates. In contrast, 
the self-attention model tends to produce 
more reasonable and meaningful results. 



Summary
Text Infilling (ArXiv 2019)

• The author proposed a new task of text infilling, which aims to fill missing 
portions of a given sentence/paragraph.

• They studied several models for the task, including a self-attention model 
with global context modeling and segment-aware position embedding. 

• On a variety of supervised datasets, the self-attention model improved over 
the seq2seq and GAN-based models. 

• However, the method cannot utilize  off-the-shelf LMs to infill. 
segment-aware position embedding

global context modeling



Enabling Language Models to Fill in the Blanks
ACL2020

• ILM enables off-the-shelf LMs to infill effectively. 

• The method can infill multiple variable-length spans with different 
granularities (e.g. words, n-grams, and sentences).





Introduction
T-CVAE: Transformer-Based Conditioned Variational Autoencoder for Story Completion (IJCAI 19)

• Story completion is a task of generating the missing plot for an incomplete 
story. 

• This task requires machine to first understand what happens in the given 
story and then infer and write what would happen in the missing part.



Method
T-CVAE: Transformer-Based Conditioned Variational Autoencoder for Story Completion (IJCAI 19)



Method
T-CVAE: Transformer-Based Conditioned Variational Autoencoder for Story Completion (IJCAI 19)

• Input Representation

• Shared Attention Layers

• T-CVAE



Experiment
T-CVAE: Transformer-Based Conditioned Variational Autoencoder for Story Completion (IJCAI 19)



Experiment
T-CVAE: Transformer-Based Conditioned Variational Autoencoder for Story Completion (IJCAI 19)

• Removing both shared attention 
layer and latent variable, the model 
degrades to the standard 
Transformer and achieves the lowest 
score.

• BLEU score goes down as k increases and it 
drops significantly from k = 1 to k = 2. 

• starting plot is simple and generic, paves 
the way for the follow-ups; subsequent 
plots become more specific and informative, 
which are hard to predict.



Experiment
T-CVAE: Transformer-Based Conditioned Variational Autoencoder for Story Completion (IJCAI 19)



Summary
T-CVAE: Transformer-Based Conditioned Variational Autoencoder for Story Completion (IJCAI 19)

• This is the first attempt to address the story completion task of generating 
missing plots in any position 

• The author proposed a novel Transformer-based conditional variational 
autoencoder(T-CVAE) for this task.





Introduction
INSET: Sentence Infilling with INter-SEntential Transformer (ACL 20)

• Intermediate sentences are removed from 
long-form text (e.g., paragraphs, 
documents), and the task is to generate 
the missing pieces that can smoothly 
blend into and fit the context both 
syntactically and semantically. 

• Compared with text infilling, sentence 
infilling requires the model to handle 
inter-sentential correlation and to reason 
about missing semantic information. 

• Developing models for sentence infilling 
can potentially facilitate many text 
generation applications. 



Method
INSET: Sentence Infilling with INter-SEntential Transformer (ACL 20)

• The task is to generate a sentence in the missing position such that it fits the 
context.

• Since there could be multiple semantically different sentences that fit the 
same context well, it is not necessary for sm to be close to the ground truth. 
Rather, sm is considered successful as long as it satisfies the criteria above.



Method
INSET: Sentence Infilling with INter-SEntential Transformer (ACL 20)

• The model consists of two components: a (denoising) autoencoder and a 
sentence-level transformer.

• The former maps each sentence to a fixed-length feature vector in the latent 
semantic space, and reconstructs the sentence from the representation. 

• The latter predicts the semantic features of the missing sentence from those 
of contextual sentences. 



Method
INSET: Sentence Infilling with INter-SEntential Transformer (ACL 20)

• Sentence Representation Learning via Denoising Autoencoding.
To train the autoencoder, we use teacher forcing and minimize the negative log-
likelihood loss by (fine-)tuning the parameters of E and D jointly.

• Sentence Feature Prediction. 
A sentence-level transformer is used to predict the feature vector of the missing 
sentence from those of contextual sentences.

• Generating Sentences from Features. 
At test time, we use the decoder D to generate the missing sentence by mapping the 
predicted feature vector to the text domain. 



Method
INSET: Sentence Infilling with INter-SEntential Transformer (ACL 20)

Sentence Infilling with Lexical Constraints

• The constraint feature encoder. 

It is a transformer encoder K that maps a set S of keywords to a feature vector. 

• We train K with knowledge distillation. 

The teacher model is the sentence encoder E. 

We use the cosine similarity loss between these two feature vectors to teach 
the student model K.



Experiment
INSET: Sentence Infilling with INter-SEntential Transformer (ACL 20)

Sentence Representation Learning.

• We observe that the interpolations 
not only combine words from input 
sentences, but are readable, 
meaningful, and show a smooth 
semantic transition from the first to 
the last sentence.

• We speculate that the power of 
generating fluent and semantically 
coherent sentence interpolations is 
derived from BERT and GPT-2.



Experiment
INSET: Sentence Infilling with INter-SEntential Transformer (ACL 20)

• In the absence of keyword constraints, INSET outperforms the baseline in terms of all scores. This 
indicates that our results are semantically closer to the ground truth and are more diverse than 
the baseline.

• Table 2 also presents two ablation studies. Both ablation studies show that our model can make 
full use of context to improve the generation.



Experiment
INSET: Sentence Infilling with INter-SEntential Transformer (ACL 20)

• The judges strongly prefer our results (without keywords) to the baseline in all aspects

• In the presence of keywords, our model can use context to improve all aspects of the generation. 

• The presence of keywords reduces the performance of our model



Experiment
INSET: Sentence Infilling with INter-SEntential Transformer (ACL 20)

• Table 4 shows some examples from the 
TripAdvisor and Recipe datasets.

• The baseline tends to generate generic 
sentences, while our results (either with or 
without keywords) are more informative and 
can fit the surrounding context reasonably 
well.



Experiment
INSET: Sentence Infilling with INter-SEntential Transformer (ACL 20)



Summary
INSET: Sentence Infilling with INter-SEntential Transformer (ACL 20)

• The author proposed a new task of sentence infilling, which 
requires the model to handle long-range inter-sentential 
correlation and to process high-level semantic information. It is 
complementary to (token-level) masked language modeling. 

• A framework called INSET was designed to decouple three 
aspects of the task (understanding, planning, and generation) and 
address them in a unified manner.
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