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OpenDialKG: Explainable Conversational 
Reasoning with Attention-based Walks over 

Knowledge Graphs 

Seungwhan Moon, Pararth Shah, Anuj Kumar, Rajen Subba
Facebook Conversational AI 

{shanemoon, pararths, anujk, rasubba@}fb.com

ACL 2019



Motivation
Key elements:
• Understand conversational contexts;
• Respond  naturally by introducing relevant entities and 

attributes.

Core challenges:
• Domain-agnostic;
• Scalable prediction that follows natural conceptual threads. 

Non-ideal entities.

A data-driven conversational reasoning model. 
• Walkable degree of each entity varies by dialog 

contexts and domains;
• Pruning the search space for entities is a crucial 

step in operating knowledge-augmented dialog 
systems at scale.



Overview

• They propose a new model that can learn natural knowledge paths 
among entities mentioned over dialog contexts, and reason grounded 
on a large commonsense KG (Freebase (Bast et al., 2014)).
• They collect a new human-to-human multi-turn dialogs dataset (91K 

utterances across 15K dialog sessions) where each utterance is 
annotated with mentioned entities and factual connections. 
• They completely ground dialogs in a large-scale common-fact KG, 

allowing for domain-agnostic conversational reasoning. Extensive 
cross-domain and transfer learning evaluations demonstrate model’s 
flexibility. 
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Adversarial Transfer Learning 



Experiments

weird



Experiments

1. Achieve the best performance especially for 
domains that are semantically close (e.g. movie 
and book);

2. transfers knowledge from a pre-trained source 
model via fine-tuning (hence requiring 
significantly less training resources), and 
effectively avoids “cold start”;

3. the DialKG model can quickly adapt to other 
new low-resource domains and improve upon the 
zeroshot cross-domain performance 



Summary
Ø Strength
• A new conversational reasoning model can navigate a large- scale, open-ended KG given conversational 

contexts. 
• The new dataset provides a new way to study how conversational topics could jump across many different 

entities and KG paths within multi-turn dialog setting. 
• Zeroshot relevance and transfer learning may help the domain-agnostic conversational reasoning. 

Ø Weakness
• This parallel corpus of textual dialogs and corresponding KG walks is impractical. What if KG/dialogue 

dataset updates? Human annotation is time-consuming.
• They only consider the entities in the current turn.
• End-to-end generation of sentences (e.g. based on the retrieved entities) is not part of this study.

https://github.com/facebookresearch/opendialkg (data)

https://github.com/facebookresearch/opendialkg


KdConv: A Chinese Multi-domain Dialogue 
Dataset Towards Multi-turn Knowledge-driven 

Conversation 
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tuxchow@gmail.com, chujiezhengchn@gmail.com, aihuang@tsinghua.edu.cn



Summary

• A Chinese version of OpenDialKG;
• This parallel corpus of textual dialogs and corresponding KG is 

impractical. What if related entities not exist? KG/dialogue dataset 
updates? Human annotation is time-consuming.





Challenge 

• The difficulty of achieving high concept coverage in high-precision 
curated KBs.
• In encyclopedic knowledge, the entities and relations are in a well-

defined space. However, for commonsense knowledge, the relation 
between two entities can not fit into a schema.
• Beside knowledge mentioned in text, how to capture implicit

commonsense knowledge (multi-hop knowledge) is also a challenge.

https://mosaickg.apps.allenai.org/ (demo)
https://github.com/atcbosselut/comet-commonsense (code)

https://mosaickg.apps.allenai.org/
https://github.com/atcbosselut/comet-commonsense


Contribution
• A generative approach for knowledge base 

construction. (produce new nodes and identify 
edges between existing nodes).

• Large-scale transformer language models 
produce commonsense knowledge tuples by 
trained the seed tuples. 

• Empirical study on the quality, novelty, and 
diversity of the commonsense knowledge 
produce for two domains, ATOMIC and 
ConceptNet.

• COMET is able to produce high quality tuples as 
human judges find that 77.5% of generated 
tuples for ATOMIC events and 91.7% of 
generated tuples for ConceptNet relations are 
correct. 



Tuples: {s,r,o} format.
Given the concatenation of the tokens of 
s and r as input, the model must learn to 
generate the tokens of o.

GPT



Experiments



Experiments





Summary

• COMET is a successful attempt for adapting the weights of language 
models to learn to produce commonsense knowledge tuples.
• Transformer is and pre-training is       , too.
• Sparse issue of external knowledge.  Can we stand on the original Kb

and adapt kb construction?



MuTual: A Dataset for Multi-Turn Dialogue 
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Background

There is still a huge gap between high 
performance on the leader-board and poor practical 
user experience. 

Given a context, current systems are able to yield a relevant 
and fluent response, but sometimes make logical mistakes
because of weak reasoning capabilities. 

MuTual, a novel dataset for Multi-Turn dialogue 
Reasoning, consisting of 8,860 manually annotated 
dialogues，based on Chinese student English 
listening comprehension exams. 

MuTual requires a model that can handle various 6
reasoning problems:
• Attitude Reasoning
• Algebraic Reasoning
• Intention Prediction
• Situational Reasoning
• Multi-fact Reasoning



Multi-turn dialogue datasets







Instances that involve algebraic and situation show 
poor performance. These two reasoning types heavily 
depend on commonsense reasoning. 

Multi-turn understanding 



Summary

• MuTual, a high-quality manually annotated multi-turn dialogue 
reasoning dataset, which contains 8,860 dialogues and aims to test 
reasoning ability of dialogue models. 
• MuTual dataset is a next utterance prediction task, which is the 

fundamental problem in retrieval-based chatbots. 
• Various state-of- the-art models show poor performance in MuTual. 

The best model RoBERTa only obtains 71.3% R@1.
• Moreover, if we shuffle the sequence of utterance, the performance of 

RoBERTa-MC drops by 3.8% only, showing that it is insensitive to the 
utterance sequence information (conversation flow). 



ASER (activities, states, events, and their relations) is a large-scale eventuality knowledge graph extracted 
from more than 11-billion-token unstructured textual data.

ASER contains 15 relation types belonging to five categories, 194-million unique eventualities, and 64-
million unique edges among them. larg

e



Eventualities are connected with weighted directed edges. Each eventuality is a dependency graph. 

ASER discovers useful real-world knowledge about Activities (or process, e.g., ‘I sleep’), States (e.g., ’I am hungry’), 
Events (e.g., ‘I make a call’), and their Relations (e.g., ‘I am hungry’ may result in ‘I have lunch’), for which we call 
ASER. 

ASER leverages carefully designed patterns to make sure the semantic completeness of extracted eventualities and 
uses a neural bootstrapping model to automatically learn relations between eventualities from large unlabeled corpus. 



Summary

• ASER is a promising large-scale eventuality knowledge graph with 
great potential in many downstream tasks (QA, dialogue etc.). 
• Inference over ASER is possible. Both eventuality and relation 

retrieval over one-hop or multi-hop relations can be modeled as 
conditional probability inference problems. 
• The eventuality triples can be used to fine-tune the language model, 

which is shown to be very helpful. 



Guided Generation of Cause and Effect 

Zhongyang Li, Xiao Ding, Ting Liu, J. Edward Hu and Benjamin Van Durme
Harbin Institute of Technology, China

Johns Hopkins University, USA {zyli,xding,tliu}@ir.hit.edu.cn, 
{edward.hu,vandurme}@jhu.edu

IJCAI 2020
http://openeg.8wss.com/generate/ (demo)

http://openeg.8wss.com/generate/


• proposing the task of open causal generation: producing possible causes and 
effects for any free-form textual event; 
• construction of a causal corpus (CausalBank) containing 314 million CE (cause-

effect) pairs; a large lexical causal knowledge graphs (Cause Effect Graph);





Summary

• Retrieve causal knowledge and causal reasoning ability can play a 
support and explainable role for dialogue systems, reading 
comprehension systems, and so on.



GPT-3 From JimmyLin SIGIR Talk



By Kevin Lacker

Issues:
1. Logic problem with too long sequence. 

(Insufficient short-term memory)
2. Invalid questions that normal people will 

not ask or answer
3. Wrong question (wrong answer instead of

refutation).

GPT-3
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