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Motivation

Key elements:
* Understand conversational contexts;

* Respond naturally by introducing relevant entities and
attributes.

Core challenges:
* Domain-agnostic;

* Scalable prediction that follows natural conceptual threads.

A data-driven conversational reasoning model.

* Walkable degree of each entity varies by dialog
contexts and domains;

* Pruning the search space for entities is a crucial
step in operating knowledge-augmented dialog
systems at scale.

(a) Dialog Can you recommend any classic books like
Catcher in the Rye?

[ Do you prefer books by the same author or same genre? ]

| am interested in reading classic
examples of American literature.

Literary realism is a common genre in ’
classic American literature.

L Do you prefer First-person or Third-person narrative? }

E | mostly prefer third-person narrative.

( Consider reading the Scarlet Letter: a novel by ’
Nathaniel Hawthorne.

(b) KG Genre | The Catcher in the Rye Writer

American

Literature
Place
lof birth

7 ¥ | 1st-person

HAS EXAMPLE

The Scarlet Letter | |Literacy Realism New York City
oy Naz- \ Film .
“‘:-,'c\-,e:/s:)Na tion ! lLocatlon
N. Hawthorne 3rd-person Catch Me If You Can

Non-ideal entities.




Overview

* They propose a new model that can learn natural knowledge paths
among entities mentioned over dialog contexts, and reason grounded
on a large commonsense KG (Freebase (Bast et al., 2014)).

* They collect a new human-to-human multi-turn dialogs dataset (91K
utterances across 15K dialog sessions) where each utterance is
annotated with mentioned entities and factual connections.

* They completely ground dialogs in a large-scale common-fact KG,
allowing for domain-agnostic conversational reasoning. Extensive
cross-domain and transfer learning evaluations demonstrate model’s
flexibility.
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Adversarial Transfer Learning
L = L + Lyax + Entropy(c(Wgx)
h; = WALK([X; (Wgx)], z)
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Experiments

AT T™™w_ ____° __ . A MY A ___*_ . AN ___®*_

Input Model Movie — Book Movie — Music

r@l1 3 5 10 25 r@1 3 5 10 25
E+S +D seg2seqg (Sutskever et al., 2014) 29 21.3 35.1 50.6 642 1.5 12.1 19.7 349 494
E+S Tri-LSTM (Young et al., 2018) 23 179 29.7 449 610 1.9 8.7 129 258 444
E+S Ext-ED (Parthasarathi and Pineau, 2018) 2.0 7.9 11.2 164 224 13 26 38 4.1 8.3
E DialKG Walker (ablation) 82 157 22.8 31.8 489 4.5 16.7 21.6 25.8 33.0
E+S DialKG Walker (ablation) 12.6 28.6 38.6 54.1 65.6 6.0 159 22.8 33.0 47.5
E+S+D DialKG Walker (proposed) 13.5 28.8 39.5 52.6 648 5.3 13.3 19.7 28.8 38.0

Table 3: Cross-domain (train/test on the different domain) response generation performance on the OpenDialKG
dataset (metric: recall@k). E: entities, S: sentence, D: dialog contexts.
(before masking). E: entities, S: sentence, D: dialog contexts.



Experiments

. Achieve the best performance especially for
domains that are semantically close (e.g. movie
and book);

. transfers knowledge from a pre-trained source
model via fine-tuning (hence requiring
significantly less training resources), and
effectively avoids “cold start”;

. the D1alKG model can quickly adapt to other
new low-resource domains and improve upon the
zeroshot cross-domain performance

(.‘
20 40 60 80 10C “D 20 40 60 80 100
% Target Data % Target Data
(a) S: Movie, T: Book (b) S: Movie, T: Sports

Figure 3: Transfer learning results (r @5) of DialKG
Walker at varying availability of target data with (a)
Book and (b) Sports domains as a Target (Source:
Movie). (TL:Adv): data transfer with adversarial dis-
criminator for source and target domains, (TL:FT):
model transfer with fine-tuning, (No-TL): target only.



Summary

» Strength

* A new conversational reasoning model can navigate a large- scale, open-ended KG given conversational
contexts.

* The new dataset provides a new way to study how conversational topics could jump across many different
entities and KG paths within multi-turn dialog setting.

» Zeroshot relevance and transfer learning may help the domain-agnostic conversational reasoning.

» Weakness

 This parallel corpus of textual dialogs and corresponding KG walks 1s impractical. What if KG/dialogue
dataset updates? Human annotation 1s time-consuming.

* They only consider the entities in the current turn.
* End-to-end generation of sentences (e.g. based on the retrieved entities) is not part of this study.

https://github.com/facebookresearch/opendialkg (data)



https://github.com/facebookresearch/opendialkg

Knowledge Triple
Head Entity Relation Tail Entity

Conversation (Music)

Userl: &l ( CAER) XHHKG?

Do you know the song ‘Flying Higher’? :
OI] User2: HIEWF, XN 1 oo g BAE B a2 Al Kl . Flying Bufoemagi ... selected in the top ten most 1 a O g l I e
nformation

Yes, this song has been selected in the top ten most popular songs in China. Higher popular songs in China...

r ®
Userl: JUAIRATH IRZAG? J e - d V e
D at a S et Do you remember the exact release date? > rl n

User2: 103, 27200543 H 19 H.

Release date March 19, 2005
Yes. It is March 19, 2005.
Userl: ROCAIX ¥R FMNZ I . Flying Original
I think it is one of the classic songs of Wang Feng. Higher singer
User2: RABIBA AN, BIBGARGBE SR, LOHRERIIET. Arrangment Wang Feng
So do I. The arrangement and lyrics of the music are all completed by himself.
It’s really a classic. Lyrics

Userl: BEMl IR 7R, £ R HRGRELRK, REEY EXRH

HaO Zhou’ ChUJ] WA 12 B RRE A BT Main The 12th Music Awards of the | |{] Conversatl()nal

. ) . . Wang Feng . .
He is really amazing and has won many awards in music, such as the 12th achievements | Year Award for Best Male Singer

AI GrOUI Music Awards of the Year Award for Best Male Singer. Jnivers ity
B elj 1mn g Nationg [ver whedmne e, meemmee chnolo gy, China

So which song do you like besides ‘Flying Higher’?

tuXChOW@ gm User2: 8k MIIE (BBAIED) X EW T, Ui 0B 2IT, WUk Wang Feng Representative | Fireworks, Brave Heart, Flying ;ln ghu a . e du . Cn

I like ‘Blooming Life’. I feel great and decompression. works Higher, Blooming Life...
Userl: ¥, XERMIBBER, BERZHME SEEERIHEE. ‘Blooming Life’ is a song sung,
Oh, I like this song, too. He wrote and sang it by himself. X written and composed by Wang N
Dataset User2: (1], iZMBIRE 7 13 JBEBREAE % RS HRsE A i . Bh:;emg Information | Feng... The song won the Best top 1CS # uttrs
CMU DoG Yes, and the song also won the Best Song of the Year Award in the 13th Global Song of the Year Award in the 0 130K
Chinese Music List. 13th Global Chinese Music List.
WoWw Knowledge Graph 0 202K
India DoG 0 91K
. . Original singer o A Representative work . .
OanDl alKG @ Arrangment, Lyrics > Wang ffg/ > Blooming Life 0 91K
Information Release date Main achievements Information
DuConv Y 0 270K
.. selected in the top The 12th Music Awards ‘Blooming Life’ is a song sung, written and composed
KdC onv ( ours ten most popular songs March 19, 2005 of the Year Award for by Wang Feng... The song won the Best Song of the 3 86K
in China in 2015... Best Male Singer Year Award in the 13th Global Chinese Music List.

Figure 1: An example in KdConv from the music domain. The underlined text is the related knowledge that is
utilized in conversation. The ifalic text and circles are topics (refer to the distinct head entities in the knowledge
triples and the central nodes with degree greater than 1 in the knowledge graph) in this dialogue.

Table 1: Cc yue corpora.



Summary

* A Chinese version of OpenDialKG;

 This parallel corpus of textual dialogs and corresponding KG 1is
impractical. What 1f related entities not exist? KG/dialogue dataset
updates? Human annotation is time-consuming.



COMET7: Commonsense Transformers
for Automatic Knowledge Graph Construction

Antoine Bosselut “* Hannah Rashkin “® Maarten Sap “® Chaitanya Malaviya ¢
Asli Celikyilmaz * Yejin Choi ¢#
¢ Allen Institute for Artificial Intelligence, Seattle, WA, USA
#Paul G. Allen School of Computer Science & Engineering, Seattle, WA, USA
*Microsoft Research, Redmond, WA, USA

Wikipedia (ground truth)

dewey & leboeuf llp was a global law firm , headquartered in new york city , that is now in bankruptcy . the firm 's leaders
have been indicted for fraud for their role in allegedly cooking the company 's books to obtain loans while hiding the fim's
financial plight . the firm was formed in 2007 through the merger of dewey ballar; g" A """MS € gl‘(th "l""ﬁ"‘ h """""
dewey & leboeuf was known for its corporate , insurance , litigation , tax and res Situation: Speaker felt this when..

bankruptcy filing , it employed over 1,000 lawyers in 26 offices around the world “I’ve been hearing noises around the house at night”
indebtedness became public . in the same period , many partners departed , an Conversation:

began to investigate alleged false statements by firm chairman steven davis . a: . T . .
leboeuf 's offices began to enter administration in may 2012 . the firm filed for b: Speaker: I've been hearing some strange noises around

march 6 , 2014 , the former chairman , chief financial officer and the executive ¢ the house at night.

charges of grand larceny by the manhattan district attorney . Listener: oh no! That’s scary! What do you think it is?
Speaker: I don’t know, that’s what’s making me anx-
ious.
Listener: I’'m sorry to hear that. I wish I could help you
figure it out



Challenge

* The difficulty of achieving high concept coverage in high-precision
curated KBs.

* In encyclopedic knowledge, the entities and relations are in a well-
defined space. However, for commonsense knowledge, the relation
between two entities can not fit into a schema.

* Beside knowledge mentioned in text, how to capture implicit
commonsense knowledge (multi-hop knowledge) 1s also a challenge.

https://mosaickg.apps.allenal.org/ (demo)
https://github.com/atcbosselut/comet-commonsense (code)



https://mosaickg.apps.allenai.org/
https://github.com/atcbosselut/comet-commonsense

Contribution

A generative approach for knowledge base
construction. (produce new nodes and identify

edges between existing nodes).

Large-scale transformer language models
produce commonsense knowledge tuples by
trained the seed tuples.

Empirical study on the quality, novelty, and

diversity of the commonsense knowledge
roduce for two domains, ATOMIC an
onceptNet.

COMET is able to produce high quality tuples as
human judges find that 77 .5% of generated
tuples for ATOMIC events and 91.7% of
generated tuples for ConceptNet relations are
correct.

Commonsense Knowledge Bases

ConceptNet

(seen events)

XAttr

PersonX
puts their
arms around

PersonX
goes to the

having YGaus®®
a rest

Automatic KB

Completion
loving %, T
towards bring a
%, PersonY wallet
" tea. ..K'
xl:@?‘:j e, v
{ dozing ¥ { having %
ooff & % fun § )
o 50— T
I' - ]
S g
bl 9 e:
£ & iy
0 l' RS ] ey
' ‘U" .‘.
L O, PersonX =
.o ' buys
ST lunch
{ Goingto %', e
L amovie ; ¥
., . ¢ Throwing

L aparty

Unseen Events



GPT

( Y Y4 )
Multi-headed Attention Transformer Block Commonsense Transformer (COMeT)
gt the [MASK] [MASK] have boat <END>
t ( Layer Normalization ) t t t 4 4
C Linear Projection ) Vocab || Vocab Vocab Vocab | | Vocab

( Feedforward Network )

7y

1
C Layer Normalization )

[Multi-headed Attention

_ {n3’

t
&0y B!

J
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VAN
eo po e1 Pl €|s| Pis|
PersonX sails
\_

.. <xNeed> sail Dboat

_J

(a)

Tuples: {s,r,0} format.

Given the concatenation of the tokens of
s and r as input, the model must learn to
generate the tokens of o.

(b)

(c)

ATOMIC Input Template and ConceptNet Relation-only Input Template

s tokens

mask tokens

r token o tokens

PersonX goes to the mall [MASK]

<xIntent> to buy clothes

ConceptNet Relation to Language Input Template

s tokens mask tokens

r tokens mask tokens o tokens

go to mall [MASK] [MASK] has prerequisite [MASK] have money



Experiments

Model PPL° BLEU-2 N/Tsro® N/To N/Uo

9ENC9DEC (Sap et al., 2019) 10.01 100.00 8.61  40.77
NearestNeighbor (Sap et al., 2019) - 6.61 - - -
Event2(IN) VOLUN (Sap et al., 2019) 9.67 100.00 9.52 45.06
Event2PERSONX/Y (Sap et al., 2019) 9.24 100.00 8.22 41.66

Event2PRE/POST (Sap et al., 2019) - 9.93 100.00 7.38 41.99
COMET (- pretrain) 15.42 13.88 100.00 7.25 4571
COMET 11.14 15.10 100.00 9.71 51.20
Table 1: Automatic evalt yg,4el PPL Score N/Tsro N/To Human Monsense. No novelty
scores are reported for the ;o T 6083 8625 783  63ge | thetraining set.
CKBG (Saito et al., 2018) - 57.17 86.25 8.67 53.95
COMET (- pretrain) 8.05 89.25 36.17 6.00 83.49
COMET - RELTOK 439 95.17 5642  2.62 92.11
COMET 432 95.25 59.25  3.75 91.69

Table 6: ConceptNet generation Results



Experiments

COMET Decoding method oEffect oReact oWant xAttr xEffect xIntent xNeed xReact xWant | Avg

Top-5 random sampling (n=2500 per relation) 3460 44.04 3556 64.56 55.68 58.84  46.68 80.96  58.52 || 53.27
Top-10 random sampling (n=5000 per relation) 2520 3742 27.34 49.20 47.34 47.06 3824 72.60 48.10 | 43.61

Beam search - 2 beams (n=1000 per relation) 43770 5420 47.60 84.00 51.10 73.80 50.70 85.80  78.70 || 63.29
Beam search - 5 beams (n=2500 per relation) 37.12 4536 42.04 63.64 61.76 63.60 57.60 78.64  68.40 || 57.57
Beam search - 10 beams (n=5000 per relation) 29.02 37.68 4448 57.48 55.50 68.32 6424 76.18 75.16 || 56.45
Greedy decoding (n=500 per relation) 61.20 69.80 80.00 77.00 53.00 89.60 85.60 92.20 89.40 || 77.53
Human validation of gold ATOMIC \ 84.62 86.13 83.12 78.44 83.92 91.37 81.98 95.18 90.90 || 86.18

Table 3: Human evaluation testing effect of different decoding schemes on candidate tuple quality. The number of
ratings made per relation for each decoding method is provided in the first column.



Seed Concept Relation
X holds out X’s hand to Y xAttr
X meets Y eyes XAttr
X watches Y every ____ xXAttr
X eats red meat xEffect
X makes crafts xEffect
X turns X’s phone xEffect
X pours ____over Y’s head oEffect
X takes Y’s head off oEffect
X pisses on Y’s bonfire oEffect
X spoils somebody rotten xIntent
X gives Y some pills xIntent
X provides for Y’s needs xIntent
X explains Y’s reasons xNeed
X fulfils X’s needs xNeed
X gives Y everything xNeed
X eats pancakes xReact
X makes ____ at work xReact
X moves house xReact
X gives birth to the Y oReact
X gives Y’s friend oReact
X goes _____ with friends oReact
X gets all the supplies xWant
X murders Y’s wife xWant
X starts shopping xWant
X develops Y theory oWant
X offer Y a position oWant
X takes ____ out for dinner oWant

Table 5: Generations that -
from a subset of novel gene:
development set. A novel gei
found in the training set. Mar
ple indicates whether the tup
by a human annotator.

Tom asked Jessica if he could use her car

Causes for PersonX

Because PersonX wanted

Attributes of PersonX

Before, PersonX needed

PersonX is seen as

M

Effects on PersonX

i

—

s

As a result, PersonX feels J////

As a result, PersonX wants

N

\ y

Effects on others

PersonX then

0

As a result, others feel

As a result, others want

Others then

|

to borrow a car

to have transportatio
to have a ride

to go to the store

to go to a party

to have a car

to find a car

none

to ask her permissior
to find her car

needy
hopeful
dependent
curious
desperate

relieved
grateful
happy
satisfied
thankful

to borrow a car

to drive to the store
to get a ride

to go to the store
to ask for a ride

gets rejected
none

gets yelled at
gets denied
gets a ride

none
helpful
grateful
happy
flattered

to say no

to help him

to get their car back
none

to go to the store

none

says no

no effect

gets into trouble
says yes

Completion Plausible

machine

food

car

feel

subject

fruit

state

space

fridge

your mind

town

dentist

your finger

you feel good

save life

receive letter

purity

big

fragile

many plant

play game
ite  work
ite  get printer
ite  have game
ant die

get wet
>al  you be tire
on recycle

wood

planet

NN NN

-

N N N N N N NN

ed and novel generations
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Figure 7: Example outputs for the event "Tom asked Jessica if he could use her car" from COMET trained on the human annotator
ATOMIC knowledge graph



Summary

* COMET is a successful attempt for adapting the weights of language
models to learn to produce commonsense knowledge tuples.

* Transformer is ¢'& and pre-training is ¢ £ , too.

* Sparse 1ssue of external knowledge. Can we stand on the original Kb
and adapt kb construction?



MuTual: A Dataset tor Multi-Turn Dialogue
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Leyang Cui, Yu Wu, Shujie Liu, Yue Zhang, Ming Zhou
Zhejiang University
Microsoft Research Asia
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{cuileyang,zhangyue } @westlake.edu.cn
{Wu.Yu,shujliu,mingzhou } @microsoft.com

ACL 2020



Background

There is still 2 huge gap betwee
performance on the leader-board an
user experience.

MuTual, a novel dataset for Multi-
Reasoning, consisting of 8,860 man

dialogues, based on Chinese stude
listening comprehension exams.

MuTual requires a model that can h
reasoning problems:

* Attitude Reasoning

* Algebraic Reasoning

* Intention Prediction
 Situational Reasoning

* Multi-fact Reasoning

Given a context, current systems are able to yield a relevant

AnAd fliirnnt racnAanca it cAarmntimnac maalra lamxical maictalras

Context

M: Hi, Della. How long are you going to stay here?

F: Only 4 days. | have to go to London after the concert here at the weekend.

M: I'm looking forward to that concert very much. Can you tell us where you sing in
public for the first time?

F: Hmm...at my high school concert, my legs shook uncontrollably and | almost fell.

F: Id like 2 tickets for the 5:50 concert.
M: That’s all be S9.

F: I heard you were having problems meeting your school fees and may not be able
to study next term.
M: | was having some difficulties, but | have received the scholarship and things are

finally looking up.

F: Excuse me, sir. This is a non smoking area.
M: Oh, sorry. | will move to the smoking area.
F: I'm afraid no table in the smoking area is available now.

M: This painting is one of the most valuable in the museum's collection.
F: It is amazing. I'm glad | spent $30 on my ticket to the exhibit today.
M: The museum purchased it in 1935 for $2000. But it is now worth $2,000,000.

M: Good evening, ma‘am. Do you have a reservation?
F: No, | don't.
M: Awfully sorry, but there are no empty tables left now.

Candidates Responses

Reasoning Type

(\/ M: Haha, | can imagine how nervous you were then. )
X M: Why were you so nervous at that time? It wasn't your first Attitude
singing at your high school concert. Reasoning
X M: Yeah, if | had been you, | would have been happy too. (13%)

\X M: Why did you feel disappointed? )

4 . )
X F: Please give me $9 refund. Algebraic
v F:It’s $4.5 for each ticket, right? Reasoning
X F: Shouldn’t it be $4.5 in total? (7%)

\X F: 1 will pay you $2 more. )

(X F: Why are you going to drop out of school? Intention )
X F: You mean you'll try to get a scholarship? Prediction
v F:1am glad to hear that you will continue your studies. (31%)

\X F: Why you have not received the scholarship? )

(X M: Sorry. | won't smoke in the hospital again. A
v M: OK. | won't smoke. Could you please give me a menu? Situation
X M: Could you please tell the customer over there not to Reasoning
smoke? We can't stand the smell. (16%)

\X M: Sorry. | will smoke when | get off the bus. )
(X M:I heard the museum purchased it in 1678 for $2000. Multi-fact h
X M:l heard the museum purchased it in 1678 for $30. Reasoning

X M: So the sculpture worth $2,000,000 now. (24%)

k\/ M: So the painting worth $2,000,000 now. )

(\/ F: The restaurant is too popular. A
X F: The restaurant is not crowded at all. Others
X F: So | have to eat in a bad table in the restaurant. (9%)

\X F: Show me the way to the table. )




Multi-turn dialogue datasets

dataset Task Reasoning  Domain = Manually
Ubuntu (Lowe et al., 2015) Next Utterances Prediction b4 Technique b4
PERSONA-CHAT (Zhang et al., 2018a) | Next Utterances Prediction X Persona 4
Dialogue NLI (Welleck et al., 2019) Next Utterances Prediction X Persona b 4
CoQA (Reddy et al., 2019) Conversational QA 4 Diverse 4
Douban (Wu et al., 2017) Next Utterances Prediction b 4 Open X
DREAM (Sun et al., 2019) Reading Comprehension 4 Open 4
WSC (Levesque et al., 2012) Coreference Resolution v Open b 4
SWAG (Zellers et al., 2018) Plausible Inference 4 Movie X
CommonsenseQA (Talmor et al., 2019) Reading Comprehension 4 Open 4
RACE (Lai et al., 2017) Reading Comprehension 4 Open X
ARC (Clark et al., 2018) Reading Comprehension 4 Science X
DROP (Dua et al., 2019) Reading Comprehension v Open X
Cosmos (Huang et al., 2019) Reading Comprehension 4 Narrative 4
MuTual Next Utterances Prediction 4 Open 4

Table 1: Comparison between our dataset and other datasets. “Manually” indicates that human writing of the
question or answers is involved in the data annotation process, rather than mere manual selection of data.



Listening Comprehension

MuTual

Ma'am, you forgot your phone. Dialogue (AUdiO)

Oh, thanks, | couldn't live without this little thing.

| know what you mean. It is of great significance to you. So did
you enjoy your dinner?

Oh yes, everything was just perfect. It's so hard to take the
whole family out to eat, but your restaurant was perfect.

Johnny had his own place to play in and | had time to talk with
my sisters and their husbands.

I'm glad to hear it. Our kids area is always popular.

Well, you can be sure we'll be back.

Ma'am, you forgot your phone. Context (Text)

Oh, thanks, | couldn't live without this little thing.

| know what you mean. It is of great significance to you. So did
you enjoy your dinner?

Oh yes, everything was just perfect. It's so hard to take the
whole family out to eat, but your restaurant was perfect.
Johnny had his own place to play in and | had time to talk with
my sisters and their husbands.

What is the probable relationship between the speakers?

v A. Waiter and Customer.

X B. Brother and Sister. Question & Answer
X C. Husband and Wife.

v A. Thanks for your compliment for the restaurant. positive response
X B. I'm sorry that you don’t have a good time. more negative response
Response

X C. Goodbye brother! Love you. negative response

X D. Hurry up honey, or we will be late for the dinner. negative response

Figure 2: The process of modifying the listening comprehension test data.




Dev Test
Baseline category Baseline method R@l1 R@2 MRR | R@l R@2 MRR
Baseline Human - - - 0938 0971 0.964
Random 0.250 0500 0.604 | 0.250 0.500 0.604
TF-IDF 0.276 0541 0.541 | 0.279 0.536 0.542
Dual LSTM (Lowe et al., 2015) | 0.266 0.528 0.538 | 0.260 0.491 0.743
Individual scoring method SMN (Wu et al., 2017) 0274 0524 0.575 | 0.299 0.585 0.595
(discrimination) DAM (Zhou et al., 2018) 0.239 0463 0.575 | 0.241 0465 0.518
BERT (Devlin et al., 2019) 0.657 0.867 0.803 | 0.648 0.847 0.795
RoBERTa (Liu et al., 2019) 0.695 0.878 0.824 | 0.713 0.892 0.836
Individual scoring method GPT-2 (Radford et al., 2019) 0.335 0595 0.586 | 0.332 0.602 0.584
(generation) GPT-2-FT (Radford et al., 2019) | 0.398 0.646 0.628 | 0.392 0.670 0.629
Multi-choice method BERT-MC (Devlin et al., 2019) | 0.661 0.871 0.806 | 0.667 0.878 0.810
RoBERTa-MC (Liu et al., 2019) | 0.693 0.887 0.825 | 0.686 0.887 0.822

Table 3: Comparison of varying approaches on MuTual.

Dev Test
Baseline category Baseline method R@l1 R@2 MRR | R@1 R@2 MRR
Baseline Human - - - 0930 0972 0.961
Random 0.250 0.500 0.604 | 0.250 0.500 0.604
TF-IDF 0.283 0530 0.763 | 0.278 0.529 0.764
SMN (Wu et al., 2017) 0264 0524 0.578 | 0.265 0.516 0.627
Individual scoring method DAM (Zhou et al., 2018) 0.261 0520 0.645 | 0.272 0.523 0.695
(discrimination) BERT (Devlin et al., 2019) 0.514 0.787 0.715 | 0.514 0.787 0.715
RoBERTa (Liu et al., 2019) 0.622 0.853 0.782 | 0.626 0.866 0.787
Individual scoring method GPT-2 (Radford et al., 2019) 0305 0.565 0.562 | 0.316 0.574 0.568
(generation) GPT-2-FT (Radford et al., 2019) | 0.226 0.577 0.528 | 0.226 0.611 0.535
Multi-choice method BERT-MC (Devlin et al., 2019) | 0.586 0.791 0.751 | 0.580 0.792 0.749
RoBERTa-MC (Liu et al., 2019) | 0.621 0.830 0.778 | 0.643 0.845 0.792
Transfer method RoBERTa (Liu et al., 2019) 0.559 0.827 0.746 | 0.558 0.827 0.746
RoBERTa-MC (Liu et al., 2019) | 0.384 0.815 0.656 | 0.402 0.845 0.673

Table 4: Results on MuTual?™®. Transfer method denotes that we train it on MuTual and test on MuTualP'“s.



F: Do you know what time it is right now in New York?
M: Let me see. It’s 5:00 pm now, in New York is 6 hours behind.

Multi-turn understanding

F: Let me see, 7 hours behind. It is 11:00 am now in New York.
F: 5 hours ahead. It is 11:00 pm now in New York. 0.70 —%— ROBERTa
X F:lIs it 5:00 pm as well? ' —®— RoBERTa-MC
v F:ltis 11:00 am now in New York.

0.65 -
F: Good morning. What can | do for you?
M: | am looking for a flat for 2 people near the university. 0.60 -
F: Well. There are several places available and the rent ranges from 80 to
$150 a month. What are your requirements?

M: | think of flat for no more than $100 a month is good. | prefer to live in a 0551
quiet street and | need at least 2 bedrooms.
0.50 -
X F: If you have any questions about enrollment, do not hesitate to ask me.
v F: How about this flat? If you are satisfied, we can sign the contract 0.45 -
tomorrow. ’
F: We have 2 floors in our supermarket. context context-1 context-2  wj/o context

F: You want only 1 bedroom, so we have three flats that meet your
requirement.

Figure 6: Ablation of context information. w/o context
Figure 5: Error analysis. /X indicates ROBERTa-MC’s means all contexts are removed, so models just predict
prediction. correct choice based on four candidates. context-n de-
notes the earlist n utterances are removed.

Instances that involve algebraic and situation show
poor performance. These two reasoning types heavily
depend on commonsense reasoning.



Summary

* MuTual, a high-quality manually annotated multi-turn dialogue
reasoning dataset, which contains 8,860 dialogues and aims to test
reasoning ability of dialogue models.

* MuTual dataset is a next utterance prediction task, which 1s the
fundamental problem 1n retrieval-based chatbots.

* Various state-of- the-art models show poor performance in MuTual.
The best model RoBERTa only obtains 71.3% R@]1.

* Moreover, 1f we shuffle the sequence of utterance, the performance of
RoBERTa-MC drops by 3.8% only, showing that it 1s insensitive to the
utterance sequence information (conversation flow).



ASER: A Large-scale Eventuality Knowledge Graph

Hongming Zhang’ Xin Liu* Haojie Pan*

hzhangal@cse.ust.hk xliucr@cse.ust.hk hpanad@cse.ust.hk
Table 1: Size comparison of ASER and existing eventuality- E, HKUST CSE, HKUST
related resources. # Eventuality, # Relation, and # R types are ng Kong Hong Kong

the number of eventualities, relations between these even-
tualities, and relation types. For KGs containing knowledge
about both entity and eventualities, we report the statistics

Cane Wing-Ki Leung

about the eventualities subset. ASER (core) filters out even- canelel%ng@wmer S.com
tualities that appear only once and thus has better accuracy Wisers Al Lab
while ASER (full) can cover more knowledge. Hong Kong

| #Eventuality | #Relation | #R Types

FrameNet [5] 27,691 1,709 7 _ .

ACE [2] 4200 A : a large-scale eventuality knowledge graph extracted
PropBank [30] 112,917 0 0 ]ata.

NomBank [26] 114,576 0 0

TimeBank [33] 7,571 8,242 1 @1

ConceptNet [25 74,989 116,097 4

Eventszind[[39]] 24,716 57,097 3 sgories, 194 nique eventualities, and 64-
ProPora [10] 2,406 16,269 1

ATOMIC [37] 309,515 877,108 9

Knowlywood [41] 964,758 2,644,415 4 ‘b'

ASER (core) 27,565,673 10,361,178 15

ASER (full) 194,000,677 64,351,959 15




[ [ depart away [ [ have lunch ]

PrecedeW
Result (11)

I make a call

PrecedmA I go [ am hungry ]

Contrast (3) A;:ction (11)

[ am tired

esult (3)

Conjunction (1) I rest on a bench

Eventualities are connected with weighted directed edges. Each eventuality is a dependency graph.

ASER discovers useful real-world knowledge about Activities (or process, e.g., ‘I sleep’), States (e.g., ’I am hungry’),

Events (e.g., ‘I make a call’), and their Relations (e.g., ‘I am hungry’ may result in ‘I have lunch’), for which we call
ASER.

ASER leverages carefully designed patterns to make sure the semantic completeness of extracted eventualities and
uses a neural bootstrapping model to automatically learn relations between eventualities from large unlabeled corpus.




Summary

* ASER 1s a promising large-scale eventuality knowledge graph with
great potential in many downstream tasks (QA, dialogue etc.).

* Inference over ASER 1s possible. Both eventuality and relation
retrieval over one-hop or multi-hop relations can be modeled as

conditional probability inference problems.

* The eventuality triples can be used to fine-tune the language model,
which 1s shown to be very helpful.



Guided Generation of Cause and Effect

Zhongyang L1, Xiao Ding, Ting Liu, J. Edward Hu and Benjamin Van Durme
Harbin Institute of Technology, China
Johns Hopkins University, USA {zyli,xding tliu} @ir.hit.edu.cn,
{edward.hu,vandurme } @jhu.edu

[IJCAI 2020
http://openeg.8wss.com/generate/ (demo)



http://openeg.8wss.com/generate/

 proposing the task of open causal generation: producing possible causes and
effects for any free-form textual event;

* construction of a causal corpus (CausalBank) containing 314 million CE (cause-
effect) pairs; a large lexical causal knowledge graphs (Cause Effect Graph);

cause

\

because they are hungry
because they are lonely
because they are in pain
because they want to be loved
because they want to go home

babies cry

will lead to sleep problems
can lead to depression

can lead to a bad marriage
can lead to bad food habits
result in tears to the eyes

Sentential Causal Resource # CE Pairs
TCR [Ning et al., 2018] 172
SemEval-2007 Task4 [Girju et al., 2007] 220
Causal-TimeBank [Mirza et al., 2014] 318
CaTeRS [Mostafazadeh et al., 2016] 488
EventCausalityData [Do et al., 2011] 580
RED [O’Gorman et al., 2016] 1,147
SemEval2010 Task8 [Hendrickx et al., 2009] 1,331
BECauSE 2.0 [Dunietz et al., 2017b] 1,803
EventStoryLine [Caselli and Vossen, 2017] 5,519
PDTB 2.0 [Prasad et al., 2008] 8,042
Altlex [Hidey and McKeown, 2016] 9,190
PDTB 3.0 [Webber et al., 2019] 13K
DisSent [Nie et al., 2019] 167 K
CausalBank (Ours) 314 M
Causal Knowledge Graph # CE Edges
Event2mind [Rashkin et al., 2018] 25K
ConceptNet 5.7 [Speer et al., 2017] 473 K
ASER Core [Zhang et al., 2019] 494 K
Atomic [Sap et al., 2019] 877K
CausalNet [Luo et al., 2016] 13.3M
Cause Effect Graph (Ours) 89.1 M

Table 5: Contrasting size with example prior works: only the causal
portion of these corpora are listed. The top are sentential causal cor-
pora, while the bottom are graph-structure causal knowledge bases.

249

Figure 3: Cause Effect Graph: A lexical causal knowledge base.
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Summary

* Retrieve causal knowledge and causal reasoning ability can play a
support and explainable role for dialogue systems, reading
comprehension systems, and so on.



GP T' 3 From JimmyLin SIGIR Talk
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| look at GPT-3 and I’'m not depressed.
We know brute force works!
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How can we be smarter?
| don’t know, but the answer will be very exciting!
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GPT-3

: What is your favorite animal?
: My favorite animal is a dog.

: Why?
: Because dogs are loyal and friendly.

: How many eyes does a giraffe have?
: A giraffe has two eyes.

: How many legs does a frog have?
: A frog has four legs.

: Are there any animals with three legs?
: No, there are no animals with three legs.

: Why don't animals have three legs?
: Animals don't have three legs because they would fall over.

: What are two reasons that a dog might be in a bad mood?
: Two reasons that a dog might be in a bad mood are if it is hungry or if it is hot.

By Kevin Lacker

Issues:

1. Logic problem with too long sequence.
(Insufficient short-term memory)

2. Invalid questions that normal people will
not ask or answer

3. Wrong question (wrong answer instead of

refutation).
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