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CheckList

1  Motivation

1. Measuring held-out accuracy is a primary approach to evaluate generalization, 
but it often overestimates the performance of NLP models.

2. Alternative approaches for evaluating models either focus on individual tasks 
or on specific behaviors.

3. Inspired by principles of behavioral testing in software engineering, this paper
introduces CheckList, a task-agnostic methodology for testing NLP models. 
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CheckList

Other capabilities such as Taxonomy, Robustness, Fairness, 
Temporal, Coreference, Semantic Role Labeling, and Logic.

Check some natural language capabilities that 
are manifested on the task to be test.

2  CheckList Check what?
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CheckList

Minimum Functionality test (MFT) 

2  CheckList How to check?
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CheckList

Invariance test (INV) 

2  CheckList How to check?
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CheckList

Directional Expectation test (DIR) 

2  CheckList How to check?
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CheckList

2  CheckList Generate Test Cases at Scale

Use Templates and RoBERTa mask-and-fill suggestions
https://github.com/marcotcr/ checklist 

https://github.com/marcotcr/%20checklist
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CheckList

3 Testing SOTA models with CheckList

sentiment analysis (Sentiment):

duplicate question (QQP):

machine comprehension (MC):

Microsoft Text Analytics, Google Clouds Natural Language, Amazon
Comprehend, BERT-base and RoBERTa-base (RoB) 

BERT-base and RoBERTa-base (RoB)

BERT-large
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CheckList

3 Testing SOTA models with CheckList

Table 1: A selection of tests for sentiment analysis. All examples (right) are failures of at least one model. 
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CheckList

3 Testing SOTA models with CheckList

Table 2: A selection of tests for Quora Question Pair. All examples (right) are failures of at least one model. 
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CheckList

3 Testing SOTA models with CheckList

Table 3: A selection of tests for Machine Comprehension. 
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CheckList

4 User Evaluation

Table 4: User Study Results: first three rows indicate number of tests created, 
number of test cases per test and number of capabilities tested. Users report 
the severity of their findings (last two rows). 

1. The team of Microsoft Text Analytics state that CheckList is very helpful. 
2. Compare the number of test cases created by people with different conditions

for testing BERT on the QQP validation dataset. 
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CheckList

5  Conclusion

1. This paper proposes a model-agnostic and task-agnostic testing 
methodology CheckList that tests individual capabilities of the model 
using three different test types.

2. It highlight significant problems at multiple levels in the conceptual NLP 
pipeline for models that have “solved” existing benchmarks on three 
different tasks.

3. User studies show the helpfulness of the CheckList.



UCAS 15

1. Beyond Accuracy: Behavioral Testing of 
NLP Models with CheckList (Best paper)

2. Don’t Stop Pretraining: Adapt Language 
Models to Domains and Tasks 

3. Tangled up in BLEU: Reevaluating the 
Evaluation of Automatic Machine 
Translation Evaluation Metrics



UCAS 16

Don’t stop pretraining

1  Motivation

1. Language models pretrained on text from a wide variety of sources form the 
foundation of today’s NLP.

2. To test whether is is still helpful to tailor a pretrained model (RoBERTa) to the 
domain of a target task, this paper studies the second phase of pretraining in 
domain (domain-adaptive pretraining) and the influence of adapting to the 
task’s unlabeled data (task-adaptive pretraining).
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2 Domain-Adaptive Pretraining (DAPT) Domain Similarity

Continue pretraining RoBERTa on a large corpus of unlabeled domain-specific text. 

Figure 1: Vocabulary overlap (%) between domains. PT denotes a sample from sources similar 
to RoBERTa’s pretraining corpus. Vocabularies for each domain are created by considering the 
top 10K most frequent words (excluding stopwords) in documents sampled from each domain. 

Don’t stop pretraining
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2 Domain-Adaptive Pretraining (DAPT).     Mask LM Loss

Continue pretraining the pretrained RoBERTa on each domain for 12.5k steps (a single 
pass). 

Table 1: List of the domain-specific unlabeled datasets. In columns 5 and 6, it reports ROBERTA’s 
masked LM loss on 50K randomly sampled held-out documents from each domain before 
(L_ROB.) and after (L_DAPT) DAPT. ‡ indicates that the masked LM loss is estimated on data 
sampled from sources similar to ROBERTA’s pretraining corpus. 

Don’t stop pretraining
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2 Domain-Adaptive Pretraining (DAPT).       Specifications of Datasets

Table 2: Specifications of the various target task datasets. † indicates high-resource settings.

Consider two text classification tasks under each domain. 

Don’t stop pretraining
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2 Domain-Adaptive Pretraining (DAPT).      Main test Results 

Table 3: Comparison of RoBERTa (RoBa.) and DAPT to adaptation to an irrelevant domain (¬ 
DAPT). Reported results are test F1. † indicates high-resource settings. Best task performance 
is boldfaced. 

Don’t stop pretraining
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1. DAPT improves over RoBERTa in all domains.
2. DAPT outperforms adapting to an irrelevant domain.
3. ¬DAPT results in worse performance than even RoBERTa. 

2 Domain-Adaptive Pretraining (DAPT).      Results Analysis 

Don’t stop pretraining
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Pretraining on the unlabeled training set for a given task .
The pretraining corpus is smaller than DAPT, but is much more task-relevant. 
Perform TAPT for 100 epochs (randomly mask 15% words across epochs)

Table 4: Results on different phases of adaptive pretraining compared to the baseline ROBERTA. 

3  Task-Adaptive Pretraining (TAPT).      Main Test Results 

Don’t stop pretraining
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1. TAPT consistently improves the RoBERTa baseline for all tasks across domains.
2. TAPT even exceed DAPT in some tasks.
3. DAPT followed by TAPT achieves the best.

3  Task-Adaptive Pretraining (TAPT).      Results Analysis 

Don’t stop pretraining
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3  Task-Adaptive Pretraining (TAPT).      Cross-Task Transfer 

Pretrain on the other task, and finetune on this task.

Performance becoming worse shows that data distributions of tasks 
within a given domain might differ. 

Don’t stop pretraining
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3 Task-Adaptive Pretraining (TAPT).      Data Augmentation 

Don’t stop pretraining

(1) Use available unlabeled data from the human-curated corpus. 
(2) Retrieve related unlabeled data if human-curated data is unavailable. 

Table 6: Test set F1, † indicates high-resource 
settings. 

Use unlabeled data or create unlabeled data to pretrain the LM. 

Table 7: Test set F1, comparing Rand-TAPT 
(with 50 candidates) and kNN-TAPT selection. 
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4  Computational Requirements

Table 8: Computational requirements for adapting to the RCT-500 task, comparing 
DAPT and the various TAPT modifications 

Don’t stop pretraining
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5  Conclusion

1. RoBERTa struggles to encode the complexity of a single textual domain, 
let alone all of language.

2. Domain-adaptive pretraining and task-adaptive pretraining are helpful.

3. Adapting to a task corpus augmented using simple data selection 
strategies is an effective alternative, especially when resources for 
domain-adaptive pretraining might be unavailable. 

Don’t stop pretraining
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Tangled up in BLEU

1  Motivation

1. Automatic metrics are fundamental for the development and evaluation of 
machine translation systems. Measuring how well automatic metrics match 
with human judgements of translation quality is important.

2. Previous works have conflict findings on the evaluation of MT metrics, which 
raise important questions as to the reliability of the accepted best-practises for 
ranking metrics, and cast doubt over these metrics’ utility for tuning high-
quality systems.
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Tangled up in BLEU

2  Q1: Are metrics unreliable when evaluating high-quality MT systems? 

Human evaluation:  direct assessment (DA) scores
Automatic metrics:  BLEU, TER, CHRF, YISI-1, ESIM and YISI-2 

Figure 1: Pearson correlation coefficient computed over the top-N systems (top row), or over 
a rolling window of 4 or 8 systems (bottom row). The x axis shows the index of the starting 
system, and systems are sorted by DA quality score. 
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Tangled up in BLEU

3 Q2: How do outliers affect the correlation of MT evaluation metrics? 

A method of detecting outlier systems using human score:

1. Compute Median Absolute Deviation (MAD) , which is the median of all   
absolute deviations from the median 

MAD = 1.483 ×median(|s − median(s)|) 

2. Compute robust scores: 

z = (s − median(s))/MAD

3. Discard systems where the magnitude of z exceeds a cutoff(2.5 in this paper)
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Tangled up in BLEU

3 Q2: How do outliers affect the correlation of MT evaluation metrics? 

Table 1: for the to-English language pairs that contain outlier systems.

Correlation of metrics with and without outliers (“All” and “−out”, resp.) 

Table 2: for the language pairs into languages other than English that 
contain outlier systems. 
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Tangled up in BLEU

4  Q3: Can these metrics be relied upon for comparing two systems? 

Figure 4: Pairwise differences in human 
DA evaluation (x-axis) compared to 
difference in metric evaluation (binned 
on y-axis; NS means insignificant metric 
difference). 
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Tangled up in BLEU

4  Q3: Can these metrics be relied upon for comparing two systems? 

Figure 5: The agreement between metric errors over all 1362 system comparisons. The 
values in the diagonal indicate the total number of Type 1 and Type 2 errors for the 
metric. The off-diagonal cells show the total number of errors made by the row-metric 
where the column-metric is correct. 
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5  Conclusion

1. It shows that current MT evaluation methods are sensitive to the translations used 
for assessment.

2. It reveals that BLEU can be misleading when comparing high quality systems.

3. It proposes a new method for identifying outliers, and gives a comparison of BLEU 
with embedding-based measures.

4. Recommendations:
1) Use the method in this paper to remove outliers before evaluating MT systems.
2) Stop using BLEU or TER, and instead use CHRF, YISI-1, or ESIM
3) Stop using small changes in evaluation met- rics as the sole basis to draw    

important empirical conclusions, and make sure these are supported by manual 
evaluation. 

Tangled up in BLEU
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Tanks!


