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Brief Taxonomy
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Evaluation 
Metrics

Supervised Unsupervised

Semantic 
Similarity

Word Overlap

with 
References

without 
References

Other Tasks

• Adversarial Evaluation:
• Adversarial Error [1]     
• Adversarial Loss [2]; 

Dialogue
• HUSE [4]; 

leave-one-out-error
• Learn to Score:

• ADEM [3]; Dialogue
• AutoJudge [17]; Dialogue
• RUBER [18]; Dialogue
• Extended RUBER [19]; 

Dialogue
• Learned Reward [7]; 

without references when 
evaluating summaries

• BLEURT [15];

Distribution 
Similarity

• Fre´chet BERT Distance 
(FBD) [5]

• 𝜽𝑰 [10]; Importance of summary;
• Input-Summary Similarity [6]; 

Summarization;
• Enc-doc [13]; Summarization;

• BERTSCORE [8]
• MOVERSCORE [9]
• WMS; SMS; S+WMS [14]
• Enc-ref [13]; 

Summarization;

• ROUGE; BLEU; …
• PyrEval [11]; 

Summarization;

• QA-based:
• APES [12]; Summarization;
• 𝑸𝑨𝒇𝒔𝒄𝒐𝒓𝒆\𝒄𝒐𝒏𝒇 (unsup) [13]; 

Summarization;
• NLI-based:

• 𝐒𝐒 𝐇−𝟏 𝐁𝐄𝐑𝐓\𝐄𝐋𝐌𝐨\USE [16]; 
Dialogue;

Discriminative/ 
Regression Task
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• Motivation: A desirable metric compares system output against references based on their semantics rather 
than surface forms. Distinct surface forms may convey the same meaning.

• Method: They investigate the effectiveness of a spectrum of distributional semantic representations to 
encode system and reference texts, allowing them to be compared for semantic similarity by quantifying the 
semantic distance.
• BERT + Word/Sent Mover’s Distance

• Contributions:
1. formulate the problem of evaluating generation systems as measuring the semantic distance
2. investigate the effectiveness of existing contextualized representations and Earth Mover’s Distance
3. outperforms or performs comparably to strong baselines on four text generation tasks including   

summarization, machine translation, image captioning, and data-to-text generation



MoverScore-Main Idea
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• The semantic distance is computed based on the Word Mover’s Distance (WMD).

• System prediction 𝒙 = (𝑥1, … , 𝑥𝑚) is a sentence 
viewed as a sequence of words. Reference 𝒚 is also 
a word sequence.
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a word sequence.

• 𝒙𝑛 (𝒚𝑛) is the sequence of n-grams of 𝒙 (𝒚) (e.g., 
𝒙1 = 𝒙 is the sequence of words and 𝒙2 is the 
sequence of bigrams).
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Insight: find the minimum effort to transform between two texts
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• The semantic distance is computed based on the Word Mover’s Distance (WMD).

𝑪𝑖𝑗 = 𝑑 𝑥𝑖
𝑛, 𝑦𝑗

𝑛 = ||𝐸 𝑥𝑖
𝑛 − 𝐸(𝑦𝑗

𝑛)||2

𝑥𝑖
𝑛 = (𝑥𝑖 , … , 𝑥𝑖+𝑛−1) 𝐸 𝑥𝑖

𝑛 = 

𝑘=1

𝑖+𝑛−1

idf 𝑥𝑘 ∗ 𝐸(𝑥𝑘)

idf 𝑥𝑘 is the IDF of word 𝑥𝑘
computed from all sentences in the 
corpus and 𝐸(𝑥𝑘) is its word vector.

𝑖-th n-gram of 𝒙

𝒇𝒙𝒊
𝑛 =

1

𝑍
∗ 

𝑘=𝑖

𝑖+𝑛−1

idf (𝑥𝑘)

where 𝑍 is a normalizing 

constant s.t. 𝒇𝒙𝑛
𝑇 𝟏 = 1.



MoverScore-In Practice

15

• The semantic distance is computed based on the Word Mover’s Distance (WMD).

𝑪𝑖𝑗 = 𝑑 𝑥𝑖
𝑛, 𝑦𝑗

𝑛 = ||𝐸 𝑥𝑖
𝑛 − 𝐸(𝑦𝑗

𝑛)||2

𝑥𝑖
𝑛 = (𝑥𝑖 , … , 𝑥𝑖+𝑛−1) 𝐸 𝑥𝑖

𝑛 = 

𝑘=1

𝑖+𝑛−1

idf 𝑥𝑘 ∗ 𝐸(𝑥𝑘)

idf 𝑥𝑘 is the IDF of word 𝑥𝑘
computed from all sentences in the 
corpus and 𝐸(𝑥𝑘) is its word vector.

𝑖-th n-gram of 𝒙

𝒇𝒙𝒊
𝑛 =

1

𝑍
∗ 

𝑘=𝑖

𝑖+𝑛−1

idf (𝑥𝑘)

where 𝑍 is a normalizing 

constant s.t. 𝒇𝒙𝑛
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How to get the 
word vector?
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• How to get the word vector?

𝐸(𝑥𝑖)
Static embeddings, e.g. word2vec

Contextualized embeddings, e.g. ELMo, BERT

• If choose the contextualized embeddings, how to aggregate the word vectors from multiple (e.g. 𝐿) layers?

Power Means

𝐸 𝑥𝑖 = 𝐡𝑖
(1)

⊕𝐡𝑖
(+∞)

⊕𝐡𝑖
(−∞)

𝐡𝑖
(𝑝)

=
𝒛𝑖,1
𝑝
+⋯+ 𝒛𝑖,𝐿

𝑝

𝐿

1
𝑝

Power Means

Routing
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• Sentence Mover Distance (SMD) is computed from the distance between the two sentence embeddings.

SMD 𝒙n, 𝒚n = ||𝐸 𝑥1
𝑙𝑥 − 𝐸 𝑦1

𝑙𝑦 ||2
where 𝑙𝑥 and 𝑙𝑦 are the size of sentences



MoverScore-Experimental Setup
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• The MoverScore has been investigated along four dimensions:

1. the granularity of embeddings, i.e., the size of n for n-grams

2. the choice of pretrained embedding mechanism

3. the fine-tuning task used for BERT

4. the aggregation technique (p-means or routing) when applicable

• The major focus is to study the correlation between different metrics and human judgment. Pearson’s 𝑟 and 
Spearman’s  𝜌 are selected to measure the correlation.

n=1

n=2

n=sentence length
word2vec

ELMo

BERT
MultiNLI

QANLI

QQP
p-means

Routing

e.g., WMD-1+BERT+MNLI+PMEANS



MoverScore-Experiments on Translation
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• Dataset: WMT 2017; 7 language pairs; Each language pair has approximately 3,000 sentences.
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• Datasets: TAC2008/TAC2009; 48/44 clusters; 10 news article per cluster; four reference summaries per cluster;



MoverScore-Experiments on Dialogue
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• Datasets: BAGEL/SFHOTEL; 202/398 instances with multiple references; 



MoverScore-Experiments on Image Caption
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• Dataset: MSCOCO; 5000 instances; five caption references per instance;



MoverScore-Experiments
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• Score distribution



MoverScore-Conclusions
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• Investigated new unsupervised evaluation metrics for text generation systems combining contextualized 
embeddings with Earth Mover’s Distance.

• The new metric obtain strong generalization ability across four text generation tasks, oftentimes even 
outperforming supervised metrics.

• One limitation of this metric is that it depends on the IDF of generated summaries. When adding a new 
system to evaluate, the scores of other systems will be changed.
• BERTSCORE has no such limitation.
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𝜃𝐼-Introduction

27

• Motivation: the notion of information Importance remains latent in summarization research.

• Method: propose simple theoretical models of Importance by unifying the following concepts:
• Redundancy
• Relevance
• Informativeness

• Contributions:
1. define several concepts intuitively connected to summarization: Redundancy, Relevance and 

Informativeness.
2. formulate properties required from a useful notion of Importance as the quantity unifying these 

concepts & provide intuitions to interpret the proposed quantities.
3. even under simplifying assumptions, these quantities correlates well with human judgments



𝜃𝐼-Redundancy
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• In information-theoretic terms, the amount of information is measured by Shannon’s entropy. For a 
summary 𝑆 represented by 𝑃𝑆:

𝐻 𝑆 = −

𝑤𝑖

𝑃𝑆 𝑤𝑖 log (𝑃𝑆(𝑤𝑖))

semantic unit 
e.g., word

e.g., word frequency distribution
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• In information-theoretic terms, the amount of information is measured by Shannon’s entropy. For a 
summary 𝑆 represented by 𝑃𝑆:

𝐻 𝑆 = −

𝑤𝑖

𝑃𝑆 𝑤𝑖 log (𝑃𝑆(𝑤𝑖))

• The Redundancy is defined as:
𝑅𝑒𝑑 𝑆 = 𝐻𝑚𝑎𝑥 − 𝐻(𝑆)

𝑅𝑒𝑑 𝑆 = −𝐻(𝑆)

semantic unit 
e.g., word

𝐻𝑚𝑎𝑥 is a constant

e.g., word frequency distribution



𝜃𝐼-Relevance
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• estimating Relevance boils down to comparing the distributions 𝑃𝑆 and 𝑃𝐷 (D is the document), which is 
done via the cross-entropy:

𝑅𝑒𝑙 𝑆, 𝐷 = −𝐶𝐸(𝑆, 𝐷) =

𝑤𝑖

𝑃𝑆 𝑤𝑖 log (𝑃𝐷(𝑤𝑖))

• −𝐾𝐿(𝑆| 𝐷 = 𝑅𝑒𝑙 𝑆, 𝐷 − 𝑅𝑒𝑑(𝑆)

The cross-entropy is interpreted as the average 
surprise of observing 𝑆 while expecting 𝐷. Lower 
surprise indicates higher relevance.

Maximizing Relevance & Minimizing Redundancy
= Minimizing the KL divergence between 𝑃𝑆 and 
𝑃𝐷



𝜃𝐼-Informativeness
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• Intuitively, a summary is informative if it induces, for a user, a great change in her/his knowledge about the 
world.

• We denote the background knowledge as 𝐾 which is represented by a probability distribution 𝑃𝐾 over 
semantic units.

• Informativeness is defined as the amount of new information contained in a summary 𝑆 compared to 𝐾. It 
can be given by the cross entropy:

𝐼𝑛𝑓 𝑆, 𝐾 = 𝐶𝐸 𝑆, 𝐾 = −

𝑤𝑖

𝑃𝑆 𝑤𝑖 log (𝑃𝐾(𝑤𝑖))

The cross-entropy is interpreted as the average 
surprise of observing 𝑆 while expecting 𝐾. Higher 
surprise indicates higher Informativeness.



𝜃𝐼-The Unified Importance

33

𝜃𝐼 𝑆, 𝐷, 𝐾 ≡ −𝑅𝑒𝑑 𝑆 + 𝛼 ∗ 𝑅𝑒𝑙 𝑆, 𝐷 + 𝛽 ∗ 𝐼𝑛𝑓(𝑆, 𝐾)

𝐼𝑛𝑓 𝑆, 𝐾 = 𝐶𝐸 𝑆, 𝐾 = −

𝑤𝑖

𝑃𝑆 𝑤𝑖 log (𝑃𝐾(𝑤𝑖))

𝑅𝑒𝑑 𝑆 = −𝐻(𝑆)

𝑅𝑒𝑙 𝑆, 𝐷 = −𝐶𝐸(𝑆, 𝐷) =

𝑤𝑖

𝑃𝑆 𝑤𝑖 log (𝑃𝐷 𝑤𝑖 )



𝜃𝐼-Experiments
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• Choose word as the semantic unit.
• Texts are represented frequency distribution over words.
• 𝛼 = 𝛽 = 1
• Datasets: TAC-2008; TAC-2009;
• Two summarization settings:

• Generic multi-document summarization
• 10 documents (A documents) are to be summarized.
• 𝐾 is the uniform probability distribution over all words from the source documents.

• Update multi-document summarization
• 10 new documents (B documents) are to be summarized assuming that the first 10 documents (A 

documents) have already been seen.
• 𝐾 is the frequency distribution over words in the background documents (A).



𝜃𝐼-Experiments
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𝜃𝐼-Conclusions

36

• A simple theoretical modeling of summary Importance with elegant and self-contained interpretation.

• Generalization ability is not good enough since it seems to be specifically-designed for multi-document 
summarization.
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Evaluation 
Metrics

Supervised Unsupervised

Semantic 
Similarity

Word Overlap

with 
References

without 
References

Other Tasks

• Adversarial Evaluation:
• Adversarial Error [1]     
• Adversarial Loss [2]; 

Dialogue
• HUSE [4]; 

leave-one-out-error
• Learn to Score:

• ADEM [3]; Dialogue
• AutoJudge [17]; Dialogue
• RUBER [18]; Dialogue
• Extended RUBER [19]; 

Dialogue
• Learned Reward [7]; 

without references when 
evaluating summaries

• BLEURT [15];

Distribution 
Similarity

• Fre´chet BERT Distance 
(FBD) [5]

• 𝜽𝑰 [10]; Importance of summary;
• Input-Summary Similarity [6]; 

Summarization;
• Enc-doc [13]; Summarization;

• BERTSCORE [8]
• MOVERSCORE [9]
• WMS; SMS; S+WMS [14]
• Enc-ref [13]; 

Summarization;

• ROUGE; BLEU; …
• PyrEval [11]; 

Summarization;

• QA-based:
• APES [12]; Summarization;
• 𝑸𝑨𝒇𝒔𝒄𝒐𝒓𝒆\𝒄𝒐𝒏𝒇 (unsup) [13]; 

Summarization;
• NLI-based:

• 𝐒𝐒 𝐇−𝟏 𝐁𝐄𝐑𝐓\𝐄𝐋𝐌𝐨\USE [16]; 
Dialogue;

Discriminative/ 
Regression Task
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RUBER-Introduction
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• Motivation: researchers usually resort to human annotation for dialogue model evaluation, which is time 
and labor-intensive.

• Method: blend a referenced metric and unreferenced metric as the final metric.

• Contributions:
1. Referenced metric. An embedding-based scorer measures the similarity between a generated reply and 

the ground truth.
2. Unreferenced metric. A neural network-based scorer measures the relatedness between the generated 

reply and its query.
3. RUBER. Combining the referenced and unreferenced metrics to better make use of both worlds.
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• Referenced Metric

𝑟
Ground-truth

Ƹ𝑟
Generated reply

𝒗𝑟 = [𝑀𝑎𝑥𝑃𝑜𝑜𝑙 𝑟 ;𝑀𝑖𝑛𝑃𝑜𝑜𝑙(𝑟)]

𝒗ො𝒓 = [𝑀𝑎𝑥𝑃𝑜𝑜𝑙 Ƹ𝑟 ;𝑀𝑖𝑛𝑃𝑜𝑜𝑙( Ƹ𝑟)]

𝑠𝑅 𝑟, Ƹ𝑟 = cos 𝒗𝑟, 𝒗ො𝒓 =
𝒗𝑟
𝑇𝒗 Ƹ𝑟

||𝒗𝑟|| ∗ ||𝒗 Ƹ𝑟||



RUBER-Methodology
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• Unreferenced Metric

𝒒𝑇𝐌𝒓

Tanh-activated MLP layer but the last unit uses Sigmoid

Training Objective: 𝐽 = max{0, Δ − 𝑠𝑈 𝑞, 𝑟 + 𝑠𝑈(𝑞, 𝑟
−)}
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• Blending the normalized scores
1. Min: min( ǁ𝑠𝑅 , ǁ𝑠𝑈)
2. Max: m𝑎𝑥( ǁ𝑠𝑅 , ǁ𝑠𝑈)
3. Geometric mean: ( ǁ𝑠𝑅∗ ǁ𝑠𝑈)

1/2

4. Arithmetic mean: ( ǁ𝑠𝑅 + ǁ𝑠𝑈)/2

ǁ𝑠𝑅 =
𝑠𝑅 −min(𝑠𝑅)

max 𝑠𝑅 −min(𝑠𝑅)

ǁ𝑠𝑈 =
𝑠𝑈 −min(𝑠𝑈)

max 𝑠𝑈 −min(𝑠𝑈)
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• Dataset: Douban



RUBER-An Extension with BERT

45

• Unreferenced Metric



RUBER-An Extension with BERT
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• Referenced Metric



RUBER-Conclusions
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• A learnable, flexible hybrid metric for open-domain dialogue systems.

• Still supervised because of requiring training
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Evaluation 
Metrics

Supervised Unsupervised

Semantic 
Similarity

Word Overlap

with 
References

without 
References

Other Tasks
Discriminative/ 
Regression Task

• Adversarial Evaluation:
• Adversarial Error [1]     
• Adversarial Loss [2]; 

Dialogue
• HUSE [4]; 

leave-one-out-error
• Learn to Score:

• ADEM [3]; Dialogue
• AutoJudge [17]; Dialogue
• RUBER [18]; Dialogue
• Extended RUBER [19]; 

Dialogue
• Learned Reward [7]; 

without references when 
evaluating summaries

• BLEURT [15];

Distribution 
Similarity

• Fre´chet BERT Distance 
(FBD) [5]

• 𝜽𝑰 [10]; Importance of summary;
• Input-Summary Similarity [6]; 

Summarization;
• Enc-doc [13]; Summarization;

• BERTSCORE [8]
• MOVERSCORE [9]
• WMS; SMS; S+WMS [14]
• Enc-ref [13]; 

Summarization;

• ROUGE; BLEU; …
• PyrEval [11]; 

Summarization;

• QA-based:
• APES [12]; Summarization;
• 𝑸𝑨𝒇𝒔𝒄𝒐𝒓𝒆\𝒄𝒐𝒏𝒇 (unsup) [13]; 

Summarization;
• NLI-based:

• 𝐒𝐒 𝐇−𝟏 𝐁𝐄𝐑𝐓\𝐄𝐋𝐌𝐨\USE [16]; 
Dialogue;

measures how likely the generated text 
can fool a classifier/discriminator that 
aims to distinguish the generated text 
from human-written texts
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Evaluation 
Metrics

Supervised Unsupervised

Semantic 
Similarity

Word Overlap

with 
References

without 
References

Other Tasks
Discriminative/ 
Regression Task

• Adversarial Evaluation:
• Adversarial Error [1]     
• Adversarial Loss [2]; 

Dialogue
• HUSE [4]; 

leave-one-out-error
• Learn to Score:

• ADEM [3]; Dialogue
• AutoJudge [17]; Dialogue
• RUBER [18]; Dialogue
• Extended RUBER [19]; 

Dialogue
• Learned Reward [7]; 

without references when 
evaluating summaries

• BLEURT [15];

Distribution 
Similarity

• Fre´chet BERT Distance 
(FBD) [5]

• 𝜽𝑰 [10]; Importance of summary;
• Input-Summary Similarity [6]; 

Summarization;
• Enc-doc [13]; Summarization;

• BERTSCORE [8]
• MOVERSCORE [9]
• WMS; SMS; S+WMS [14]
• Enc-ref [13]; 

Summarization;

• ROUGE; BLEU; …
• PyrEval [11]; 

Summarization;

• QA-based:
• APES [12]; Summarization;
• 𝑸𝑨𝒇𝒔𝒄𝒐𝒓𝒆\𝒄𝒐𝒏𝒇 (unsup) [13]; 

Summarization;
• NLI-based:

• 𝐒𝐒 𝐇−𝟏 𝐁𝐄𝐑𝐓\𝐄𝐋𝐌𝐨\USE [16]; 
Dialogue;

Unlike these approaches which seek to 
replace human evaluation, HUSE focuses on 
combining human and automatic statistical 
evaluation to estimate the optimal classifier 
error.
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Evaluation 
Metrics

Supervised Unsupervised

Semantic 
Similarity

Word Overlap

with 
References

without 
References

Other Tasks
Discriminative/ 
Regression Task

• Adversarial Evaluation:
• Adversarial Error [1]     
• Adversarial Loss [2]; 

Dialogue
• HUSE [4]; 

leave-one-out-error
• Learn to Score:

• ADEM [3]; Dialogue
• AutoJudge [17]; Dialogue
• RUBER [18]; Dialogue
• Extended RUBER [19]; 

Dialogue
• Learned Reward [7]; 

without references when 
evaluating summaries

• BLEURT [15];

Distribution 
Similarity

• Fre´chet BERT Distance 
(FBD) [5]

• 𝜽𝑰 [10]; Importance of summary;
• Input-Summary Similarity [6]; 

Summarization;
• Enc-doc [13]; Summarization;

• BERTSCORE [8]
• MOVERSCORE [9]
• WMS; SMS; S+WMS [14]
• Enc-ref [13]; 

Summarization;

• ROUGE; BLEU; …
• PyrEval [11]; 

Summarization;

• QA-based:
• APES [12]; Summarization;
• 𝑸𝑨𝒇𝒔𝒄𝒐𝒓𝒆\𝒄𝒐𝒏𝒇 (unsup) [13]; 

Summarization;
• NLI-based:

• 𝐒𝐒 𝐇−𝟏 𝐁𝐄𝐑𝐓\𝐄𝐋𝐌𝐨\USE [16]; 
Dialogue;

directly train a scorer on human-annotated 
scores of various dialogue responses
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Evaluation 
Metrics

Supervised Unsupervised

Semantic 
Similarity

Word Overlap

with 
References

without 
References

Other Tasks
Discriminative/ 
Regression Task

• Adversarial Evaluation:
• Adversarial Error [1]     
• Adversarial Loss [2]; 

Dialogue
• HUSE [4]; 

leave-one-out-error
• Learn to Score:

• ADEM [3]; Dialogue
• AutoJudge [17]; Dialogue
• RUBER [18]; Dialogue
• Extended RUBER [19]; 

Dialogue
• Learned Reward [7]; 

without references when 
evaluating summaries

• BLEURT [15];

Distribution 
Similarity

• Fre´chet BERT Distance 
(FBD) [5]

• 𝜽𝑰 [10]; Importance of summary;
• Input-Summary Similarity [6]; 

Summarization;
• Enc-doc [13]; Summarization;

• BERTSCORE [8]
• MOVERSCORE [9]
• WMS; SMS; S+WMS [14]
• Enc-ref [13]; 

Summarization;

• ROUGE; BLEU; …
• PyrEval [11]; 

Summarization;

• QA-based:
• APES [12]; Summarization;
• 𝑸𝑨𝒇𝒔𝒄𝒐𝒓𝒆\𝒄𝒐𝒏𝒇 (unsup) [13]; 

Summarization;
• NLI-based:

• 𝐒𝐒 𝐇−𝟏 𝐁𝐄𝐑𝐓\𝐄𝐋𝐌𝐨\USE [16]; 
Dialogue;

The system talks to itself to generate self-
talk dialogues; Turn-level human ratings 
are collected to train a regression scoring 
model.
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Evaluation 
Metrics

Supervised Unsupervised

Semantic 
Similarity

Word Overlap

with 
References

without 
References

Other Tasks
Discriminative/ 
Regression Task

• Adversarial Evaluation:
• Adversarial Error [1]     
• Adversarial Loss [2]; 

Dialogue
• HUSE [4]; 

leave-one-out-error
• Learn to Score:

• ADEM [3]; Dialogue
• AutoJudge [17]; Dialogue
• RUBER [18]; Dialogue
• Extended RUBER [19]; 

Dialogue
• Learned Reward [7]; 

without references when 
evaluating summaries

• BLEURT [15];

Distribution 
Similarity

• Fre´chet BERT Distance 
(FBD) [5]

• 𝜽𝑰 [10]; Importance of summary;
• Input-Summary Similarity [6]; 

Summarization;
• Enc-doc [13]; Summarization;

• BERTSCORE [8]
• MOVERSCORE [9]
• WMS; SMS; S+WMS [14]
• Enc-ref [13]; 

Summarization;

• ROUGE; BLEU; …
• PyrEval [11]; 

Summarization;

• QA-based:
• APES [12]; Summarization;
• 𝑸𝑨𝒇𝒔𝒄𝒐𝒓𝒆\𝒄𝒐𝒏𝒇 (unsup) [13]; 

Summarization;
• NLI-based:

• 𝐒𝐒 𝐇−𝟏 𝐁𝐄𝐑𝐓\𝐄𝐋𝐌𝐨\USE [16]; 
Dialogue;

learn a reward function from human 
ratings on 2,500 summaries
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Evaluation 
Metrics

Supervised Unsupervised

Semantic 
Similarity

Word Overlap

with 
References

without 
References

Other Tasks
Discriminative/ 
Regression Task

• Adversarial Evaluation:
• Adversarial Error [1]     
• Adversarial Loss [2]; 

Dialogue
• HUSE [4]; 

leave-one-out-error
• Learn to Score:

• ADEM [3]; Dialogue
• AutoJudge [17]; Dialogue
• RUBER [18]; Dialogue
• Extended RUBER [19]; 

Dialogue
• Learned Reward [7]; 

without references when 
evaluating summaries

• BLEURT [15];

Distribution 
Similarity

• Fre´chet BERT Distance 
(FBD) [5]

• 𝜽𝑰 [10]; Importance of summary;
• Input-Summary Similarity [6]; 

Summarization;
• Enc-doc [13]; Summarization;

• BERTSCORE [8]
• MOVERSCORE [9]
• WMS; SMS; S+WMS [14]
• Enc-ref [13]; 

Summarization;

• ROUGE; BLEU; …
• PyrEval [11]; 

Summarization;

• QA-based:
• APES [12]; Summarization;
• 𝑸𝑨𝒇𝒔𝒄𝒐𝒓𝒆\𝒄𝒐𝒏𝒇 (unsup) [13]; 

Summarization;
• NLI-based:

• 𝐒𝐒 𝐇−𝟏 𝐁𝐄𝐑𝐓\𝐄𝐋𝐌𝐨\USE [16]; 
Dialogue;

pre-trained BERT + fine-tune on a 
large amount of synthetic sentence 
pairs (boost generalization ability) + 
train on human ratings
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Evaluation 
Metrics

Supervised Unsupervised

Semantic 
Similarity

Word Overlap

with 
References

without 
References

Other Tasks
Discriminative/ 
Regression Task

• Adversarial Evaluation:
• Adversarial Error [1]     
• Adversarial Loss [2]; 

Dialogue
• HUSE [4]; 

leave-one-out-error
• Learn to Score:

• ADEM [3]; Dialogue
• AutoJudge [17]; Dialogue
• RUBER [18]; Dialogue
• Extended RUBER [19]; 

Dialogue
• Learned Reward [7]; 

without references when 
evaluating summaries

• BLEURT [15];

Distribution 
Similarity

• Fre´chet BERT Distance 
(FBD) [5]

• 𝜽𝑰 [10]; Importance of summary;
• Input-Summary Similarity [6]; 

Summarization;
• Enc-doc [13]; Summarization;

• BERTSCORE [8]
• MOVERSCORE [9]
• WMS; SMS; S+WMS [14]
• Enc-ref [13]; 

Summarization;

• ROUGE; BLEU; …
• PyrEval [11]; 

Summarization;

• QA-based:
• APES [12]; Summarization;
• 𝑸𝑨𝒇𝒔𝒄𝒐𝒓𝒆\𝒄𝒐𝒏𝒇 (unsup) [13]; 

Summarization;
• NLI-based:

• 𝐒𝐒 𝐇−𝟏 𝐁𝐄𝐑𝐓\𝐄𝐋𝐌𝐨\USE [16]; 
Dialogue;

based on the hypothesis that the 
quality of a generated summary is 
linked to the number of questions 
(from a set of relevant ones) that can 
be answered by reading it



Key Ideas of Other Metrics

55

Evaluation 
Metrics

Supervised Unsupervised

Semantic 
Similarity

Word Overlap

with 
References

without 
References

Other Tasks
Discriminative/ 
Regression Task

• Adversarial Evaluation:
• Adversarial Error [1]     
• Adversarial Loss [2]; 

Dialogue
• HUSE [4]; 

leave-one-out-error
• Learn to Score:

• ADEM [3]; Dialogue
• AutoJudge [17]; Dialogue
• RUBER [18]; Dialogue
• Extended RUBER [19]; 

Dialogue
• Learned Reward [7]; 

without references when 
evaluating summaries

• BLEURT [15];

Distribution 
Similarity

• Fre´chet BERT Distance 
(FBD) [5]

• 𝜽𝑰 [10]; Importance of summary;
• Input-Summary Similarity [6]; 

Summarization;
• Enc-doc [13]; Summarization;

• BERTSCORE [8]
• MOVERSCORE [9]
• WMS; SMS; S+WMS [14]
• Enc-ref [13]; 

Summarization;

• ROUGE; BLEU; …
• PyrEval [11]; 

Summarization;

• QA-based:
• APES [12]; Summarization;
• 𝑸𝑨𝒇𝒔𝒄𝒐𝒓𝒆\𝒄𝒐𝒏𝒇 (unsup) [13]; 

Summarization;
• NLI-based:

• 𝐒𝐒 𝐇−𝟏 𝐁𝐄𝐑𝐓\𝐄𝐋𝐌𝐨\USE [16]; 
Dialogue;

characterizes the consistency of dialogue 
systems as a natural language inference (NLI) 
problem; casts a generated response as the 
hypothesis and the conversation history as 
the premise, projecting thus the automatic 
evaluation into an NLI task. 
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Evaluation 
Metrics

Supervised Unsupervised

Semantic 
Similarity

Word Overlap

with 
References

without 
References

Other Tasks
Discriminative/ 
Regression Task

• Adversarial Evaluation:
• Adversarial Error [1]     
• Adversarial Loss [2]; 

Dialogue
• HUSE [4]; 

leave-one-out-error
• Learn to Score:

• ADEM [3]; Dialogue
• AutoJudge [17]; Dialogue
• RUBER [18]; Dialogue
• Extended RUBER [19]; 

Dialogue
• Learned Reward [7]; 

without references when 
evaluating summaries

• BLEURT [15];

Distribution 
Similarity

• Fre´chet BERT Distance 
(FBD) [5]

• 𝜽𝑰 [10]; Importance of summary;
• Input-Summary Similarity [6]; 

Summarization;
• Enc-doc [13]; Summarization;

• BERTSCORE [8]
• MOVERSCORE [9]
• WMS; SMS; S+WMS [14]
• Enc-ref [13]; 

Summarization;

• ROUGE; BLEU; …
• PyrEval [11]; 

Summarization;

• QA-based:
• APES [12]; Summarization;
• 𝑸𝑨𝒇𝒔𝒄𝒐𝒓𝒆\𝒄𝒐𝒏𝒇 (unsup) [13]; 

Summarization;
• NLI-based:

• 𝐒𝐒 𝐇−𝟏 𝐁𝐄𝐑𝐓\𝐄𝐋𝐌𝐨\USE [16]; 
Dialogue;

Assume real and generated text are both 
from Gaussian distribution, then compute 
the Fre’chet distance.
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Evaluation 
Metrics

Supervised Unsupervised

Semantic 
Similarity

Word Overlap

with 
References

without 
References

Other Tasks
Discriminative/ 
Regression Task

• Adversarial Evaluation:
• Adversarial Error [1]     
• Adversarial Loss [2]; 

Dialogue
• HUSE [4]; 

leave-one-out-error
• Learn to Score:

• ADEM [3]; Dialogue
• AutoJudge [17]; Dialogue
• RUBER [18]; Dialogue
• Extended RUBER [19]; 

Dialogue
• Learned Reward [7]; 

without references when 
evaluating summaries

• BLEURT [15];

Distribution 
Similarity

• Fre´chet BERT Distance 
(FBD) [5]

• 𝜽𝑰 [10]; Importance of summary;
• Input-Summary Similarity [6]; 

Summarization;
• Enc-doc [13]; Summarization;

• BERTSCORE [8]
• MOVERSCORE [9]
• WMS; SMS; S+WMS [14]
• Enc-ref [13]; 

Summarization;

• ROUGE; BLEU; …
• PyrEval [11]; 

Summarization;

• QA-based:
• APES [12]; Summarization;
• 𝑸𝑨𝒇𝒔𝒄𝒐𝒓𝒆\𝒄𝒐𝒏𝒇 (unsup) [13]; 

Summarization;
• NLI-based:

• 𝐒𝐒 𝐇−𝟏 𝐁𝐄𝐑𝐓\𝐄𝐋𝐌𝐨\USE [16]; 
Dialogue;

similar to MOVERSCORE; BERT+Word
Mover’s Distance 
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Evaluation 
Metrics

Supervised Unsupervised

Semantic 
Similarity

Word Overlap

with 
References

without 
References

Other Tasks
Discriminative/ 
Regression Task

• Adversarial Evaluation:
• Adversarial Error [1]     
• Adversarial Loss [2]; 

Dialogue
• HUSE [4]; 

leave-one-out-error
• Learn to Score:

• ADEM [3]; Dialogue
• AutoJudge [17]; Dialogue
• RUBER [18]; Dialogue
• Extended RUBER [19]; 

Dialogue
• Learned Reward [7]; 

without references when 
evaluating summaries

• BLEURT [15];

Distribution 
Similarity

• Fre´chet BERT Distance 
(FBD) [5]

• 𝜽𝑰 [10]; Importance of summary;
• Input-Summary Similarity [6]; 

Summarization;
• Enc-doc [13]; Summarization;

• BERTSCORE [8]
• MOVERSCORE [9]
• WMS; SMS; S+WMS [14]
• Enc-ref [13]; 

Summarization;

• ROUGE; BLEU; …
• PyrEval [11]; 

Summarization;

• QA-based:
• APES [12]; Summarization;
• 𝑸𝑨𝒇𝒔𝒄𝒐𝒓𝒆\𝒄𝒐𝒏𝒇 (unsup) [13]; 

Summarization;
• NLI-based:

• 𝐒𝐒 𝐇−𝟏 𝐁𝐄𝐑𝐓\𝐄𝐋𝐌𝐨\USE [16]; 
Dialogue;

ELMo + Cosine similarity 
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Evaluation 
Metrics

Supervised Unsupervised

Semantic 
Similarity

Word Overlap

with 
References

without 
References

Other Tasks
Discriminative/ 
Regression Task

• Adversarial Evaluation:
• Adversarial Error [1]     
• Adversarial Loss [2]; 

Dialogue
• HUSE [4]; 

leave-one-out-error
• Learn to Score:

• ADEM [3]; Dialogue
• AutoJudge [17]; Dialogue
• RUBER [18]; Dialogue
• Extended RUBER [19]; 

Dialogue
• Learned Reward [7]; 

without references when 
evaluating summaries

• BLEURT [15];

Distribution 
Similarity

• Fre´chet BERT Distance 
(FBD) [5]

• 𝜽𝑰 [10]; Importance of summary;
• Input-Summary Similarity [6]; 

Summarization;
• Enc-doc [13]; Summarization;

• BERTSCORE [8]
• MOVERSCORE [9]
• WMS; SMS; S+WMS [14]
• Enc-ref [13]; 

Summarization;

• ROUGE; BLEU; …
• PyrEval [11]; 

Summarization;

• QA-based:
• APES [12]; Summarization;
• 𝑸𝑨𝒇𝒔𝒄𝒐𝒓𝒆\𝒄𝒐𝒏𝒇 (unsup) [13]; 

Summarization;
• NLI-based:

• 𝐒𝐒 𝐇−𝟏 𝐁𝐄𝐑𝐓\𝐄𝐋𝐌𝐨\USE [16]; 
Dialogue;

An Automated Pyramid Summarization 
Evaluation Metric. It needs human to 
annotate the summary content units for 
the reference summaries.
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Evaluation 
Metrics

Supervised Unsupervised

Semantic 
Similarity

Word Overlap

with 
References

without 
References

Other Tasks
Discriminative/ 
Regression Task

• Adversarial Evaluation:
• Adversarial Error [1]     
• Adversarial Loss [2]; 

Dialogue
• HUSE [4]; 

leave-one-out-error
• Learn to Score:

• ADEM [3]; Dialogue
• AutoJudge [17]; Dialogue
• RUBER [18]; Dialogue
• Extended RUBER [19]; 

Dialogue
• Learned Reward [7]; 

without references when 
evaluating summaries

• BLEURT [15];

Distribution 
Similarity

• Fre´chet BERT Distance 
(FBD) [5]

• 𝜽𝑰 [10]; Importance of summary;
• Input-Summary Similarity [6]; 

Summarization;
• Enc-doc [13]; Summarization;

• BERTSCORE [8]
• MOVERSCORE [9]
• WMS; SMS; S+WMS [14]
• Enc-ref [13]; 

Summarization;

• ROUGE; BLEU; …
• PyrEval [11]; 

Summarization;

• QA-based:
• APES [12]; Summarization;
• 𝑸𝑨𝒇𝒔𝒄𝒐𝒓𝒆\𝒄𝒐𝒏𝒇 (unsup) [13]; 

Summarization;
• NLI-based:

• 𝐒𝐒 𝐇−𝟏 𝐁𝐄𝐑𝐓\𝐄𝐋𝐌𝐨\USE [16]; 
Dialogue;

uses the similarity of the distribution 
of terms in the input and summaries
as a measure of summary content
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• We introduced a new metric for general text generation, summarization, and dialogue generation 
respectively.

• We briefly introduced the key ideas of various metrics based on the taxonomy.

• Unsupervised, semantic similarity based metrics are worthwhile to be engaged in your work.  
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