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The Story about Probing



Before Talking about The Story
Some high-level backgrounds

• There are two ways to interpret NLP models


• Understand the decision-making process of the model.


• Understand the linguistic properties captured by the model.



The Beginning of This Story
What is probing

Model to be Interpreted

Probing Model

Probing Task

Inputs of Linguistic

Dataset

Representations

Prediction• Probing task is a 
classification task based 
on a dataset that can 
reveal some linguistic 
properties and a probing 
model


• The accuracy of the 
probing task can be 
regarded as a reflection 
of the linguistic 
properties captured by 
the representations



One Concern about Probing

But when a probe achieves high accuracy on a linguistic task using a 
representation, can we conclude that the representation encodes 
linguistic structure, or has the probe just learned the task? 

                                                                                       —Percy Liang



Fix The Concern!
Introduce the control task

• The core idea of the control 
task: use a pseudo dataset 
with nonsense mappings 
between inputs and labels to 
evaluate the probing model’s 
competence


• The gap between the 
performance of the control 
task and the performance of 
the real probing task is 
called selectivity


• higher selectivity means the 
probing model is better



Again, What is probing
From the viewpoint of information theory



How to Understand Probing
From the viewpoint of information theory



How to Understand Probing
Bigger probes are better



How to Understand Probing
Results from the original paper



The Efforts Paid By Probing Models
Use Minimum Description Length as our tool



The Efforts Paid By Probing Models
Use Minimum Description Length as our tool

• A communicate game between Alice and Bob


• Alice knows all (x, y) pairs from dataset D


• Bob just knows x from D


• Alice want to communicate y to Bob


• Transmission: Data and Model


• The bits they need is the efforts of the probing model need to be paid



The Efforts Paid By Probing Models
Use Minimum Description Length as our tool



The Efforts Paid By Probing Models
Use Minimum Description Length as our tool



The Efforts Paid By Probing Models
Results



The Efforts Paid By Probing Models
Results of model codelength and data codelength
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