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Overview

• Emotional Chatting Machine: Emotional Conversation Generation 
with Internal and External Memory  AAAI18 Tsinghua University

• MOJITALK: Generating Emotional Responses at Scale ACL18 Tsinghua 
University

• An Affect-Rich Neural Conversational Model with Biased 
Attention and Weighted Cross-Entropy Loss AAAI19 NTU



Why emphasize Emotion?



Three challenges
1. Emotion-labeled dataset
2. Balance gramma and emotion
3. How to embed emotion information?

Solutions
1. Pre-train classifier to annotate dataset
2. Emotion category embedding
3. Internal emotion state
4. External emotion memory



Loss function:

External Internal

S2S-decoder:



Dataset:  
NLPCC emotion classification dataset -> classifier 
Classifier -> STC conversation dataset
6 emotion categories:
Angry, Disgust, Happy, Like, Sad, and Other.

Noise and Classification error 

content emotion



Analysis of Emotion Interaction and Case Study

• a darker color occurs more frequently than a lighter color

• Like – Happy or Like

• Different types exist

• Other has much more data



Summary

• Strength

1. The first work that addresses the emotion factor in large-scale 
conversation generation.

• Weakness

1. Category is relatively abstractive 

2. Produce responses according to explicit user-input emotions

3. Not consider emotions in input sentences when generating 
emotional responses (emotion interactions)



Two challenges
1. the lack of large-scale, manually labeled emotional 

text datasets
2. coarse-grained classifcation labels make it difficult to 

capture the nuances of human emotion
3. control the target emotion labels

Solution
1. naturally-occurring emoji-rich Twitter data to 

construct a dataset using Twitter conversations with 
emojis in the response.

2. experiment with several extensions to the CVAE 
model

imitate Twitter users’ language style when using those emojis



Dataset

Not all emojis are used to express emotion and 

frequency of emojis are unevenly distributed.

Crawl data

• Crawl conversation pairs consisting of an original post and a response on 

Twitter

• The response to a conversation must include at least one of the 64 emoji 

labels

• only English tweets without multimedia contents (such as URL, image or 

video) are allowed

Emoji Labelling

• use the emoji with most occurrences inside the response

• with same occurrences, choose the least frequent one across the whole 

corpus

596,959/32,600/32,600 conversation pairs for train /validation/test set



CVAE is trained by maximizing a variational lower bound on the conditional

likelihood of x given c

The lower bound to  logp(x|c):
p(z|c)p(z|x;c)

Reparameterization trick to sample latent variables

a. During training, z by the recognition network is passed to the decoder and trained to 

approximate z' by the prior network

b. During testing, the target response is absent, and z' by the prior network is passed 

to the decoder

Control the emotion of our generation more explicitly ---- RL+CVAE

1. Train an emoji classifier to produce reward for the policy training

2. Get the generated response x' by passing x and c through the CVAE

3. x' to classifier and get the probability of the emoji label as reward R

Modified policy gradient

1. Adjust rewards according to the position of the 

emoji label

2. Train Reinforced CVAE by a hybrid objective of 

REINFORCE and variational lower bound 

objective



General

Generation Diversity

Controllability of Emotions

CVAE v. Base

CVAE v. RL+CVAE

emoji-specified 

policy training



Human Evaluation

decide which one better reply the original tweet

pick one better fits given emoji



Summary

• Strength

1. The first work that uses emoji-rich Twitter data for emotional 
response generation. (fine-grained emoji label)

• Weakness

1. Produce responses according to explicit user-input emotions

2. Not consider emotions in input sentences when generating 
emotional responses (emotion interactions)

3. Multi-turn

4. Exp is enough?



Two challenges
1. Capture the emotion of a sentence. negators and intensifiers often change its polarity and strength
2. Embed emotions naturally in responses with correct grammar and semantics

Solution
1. A novel biased attention mechanism that explicitly considers negators and intensifiers in attention 

computation
2. train Seq2Seq model with a weighted cross-entropy loss that encourages the generation of affect-

rich words without degrading language fluency

Nice: V 6.95; A 3.53; D 6.47



affect embedding strength

affect bias

affective attention coefficient term importance term frequency

Negators and Intensifiers. Such as “not bad”

To encourage the generation of affect-rich words

affective loss coefficient



Datasets: 
Train: OpenSubtitles
Valid: Cornell Movie Dialog Corpus
Test: DailyDialog (the first two utterances)

Experiment 1: Model Component Test (MCT)



Analysis of Affective Attention

Different “term importance” have different impacts on 

the attention strengths

“good”  is 

common in 

global

Analysis of Affective Objective Function

Experiment 2: Preference Test (PT)



Experiment 3: Sensitivity Analysis

• fairly robust

• affect-rich words are less common than generic words in our 

training corpus and placing extra weights on them improves the 

overall prediction performance

• Decrease because of limited word space

• the number of distinct words consistently increases



Summary
• Strength

1. produces affect-rich responses without performance 
degradation in language fluency

2. Sufficient experiences in emotion and content

• Weakness

1. Not consider dynamic emotion flow of context in multi-turn 
settings.

2. The overall emotion state

3. The more emotional words, the better ??



Public Emotional Dialogue Dataset

• DailyDialog: Multi-turn with emotion category label

• EmotionLines: Multi-turn with emotion category label(TV and Fb)

• EmpatheticDialog: Multi-turn based on emotion label and situation



Thanks


