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Contribution

• Present a critique of scheduled sampling --- the objective function 
underlying scheduled sampling is improper and leads to an 
inconsistent learning algorithm.
• Revisit the problems that scheduled sampling was meant to address, 

and present an alternative interpretation.
• Introduce a generalization of adversarial training, and show how such 

method can interpolate between maximum likelihood training and our 
ideal training objective.



Scheduled Sampling

• For the n-th symbol we draw from a Bernoulli distribution with parameter ε
to decide whether we keep the original symbol or use one generated by the 
model
• If we decided to replace the symbol, we use the current model RNN to 

output the predictive distribution of the next symbol given the current prefix, 
and sample from this predictive distribution
• We add to the training loss the log predictive probability of the real n-th

symbol, given the prefix (the prefix at this point may already contain 
generated characters)
• Depending on the coinflip above, the original or simulated character is 

added to the prefix and we continue with the recursion



Critique to Scheduled Sampling
• Only consider a sequence of length 2 --- s = [x1 x2]

• As ε change from 1 -> 0, the global optimum is between the true joint P and 
the factorized distribution Px1Px2
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Two Assumption and A Conclusion

• Perceived quality of each sample is related to the 
• surprisal – log Qhuman(x)

• Human observer has learnt an accurate model of the natural 
distribution of stimuli.
• Qhuman(x) = P(x)

• Safer is better!



KL(q||p) and KL(p||q)

• Use KL(p||q) as an example
• 𝐾𝐿(𝑝| 𝑞 = ∑) 𝑝 𝑠 𝑙𝑜𝑔 .())

0())
• 𝑞(𝑠) > 0 and 𝑝 𝑠 -> 0, KL -> 0, make the model generate some samples that 

do not locate on the data distribution.

• We need to minimize KL(q||p), but
• It is only well-defined when P is positive and bounded in the full support of Q
• P is an empirical distribution of samples in reality
• Q is a smooth probabilistic model in reality



Generalized Adversarial Training



Conclusion

• Maximum likelihood should not be used as the training objective if 
the end goal is to draw realistic samples from the model.
• Scheduled sampling, designed to overcome the shortcomings of 

maximum likelihood, fails to address the fundamental problems.
• We theorize that 𝐾𝐿[𝑄||𝑃] could be used as an idealized objective

function, but it is impractical to use in practice.
• We propose the generalized Jensen-Shannon divergence as a 

promising, more tractable objective function



CoT: Cooperative Training for 
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Motivation & Contribution

• To exploit the supervision signal from the discriminator, most previous 
models leverage REINFORCE to address the non-differentiable 
problem of sequential discrete data, which introduces high variance 
and makes the model training quite unstable.

• To deal with such a problem, this paper propose a novel approach 
called Cooperative Training (CoT) to improve the training of sequence 
generative models.



Limitation of MLE and SeqGAN

• MLE
• 𝐾𝐿(𝑝| 𝑞 = ∑) 𝑝 𝑠 𝑙𝑜𝑔 .())

0())
• 𝑞(𝑠) > 0 and 𝑝 𝑠 -> 0, KL -> 0, make the model generate some samples that 

do not locate on the data distribution.

• SeqGAN
• High variance, which relies on pre-training via Maximum Likelihood 

Estimation

• Mode collapse, which is cause by the reverse KL divergence.



Methodology

• CoT coordinately trains a generative 
module G, and an auxiliary predictive
module M , called mediator, for 
guiding G in a cooperative fashion.
• The M is going to simulation the

distribution of 5
6
(𝑝7898 + 𝐺<)



Algorithm Derivation—objective for mediator

• Mediator 𝑀>, which is a density 
function that estimates a mixture 
distribution of the learned 
generative distribution 𝐺< and 
target latent distribution 𝑝7898.

• The objective 𝐽@(𝜙) for the 
mediator M parameterized by 𝜙
therefore becomes



Algorithm Derivation—generator object

• The mediator is exploited to 
optimize an estimated Jensen-
Shannon divergence for 𝐺<

• When calculating ∇𝜃 𝐽D (𝜃), the 
second term has no effect on the 
final results. Thus, we could use 
this objective instead



Algorithm Derivation—markov backward reduction

• After recursively using Equation
12，we can get

• Up to now, we are still not free 
from REINFORCE, as the 
objective incorporates expectation 
over the learned distribution 𝐺<



Algorithm Derivation—factorizing the cumulative gradient



Experiment---universal sequence modeling in synthetic Turing test



Experiment---universal sequence modeling in synthetic Turing test



Experiment--- Zero-prior Long & Diverse Text Generation



Conclusion

• Propose a novel approach called Cooperative Training (CoT) to 
improve the training of sequence generative models.

• Achieve independent success without the necessity of pre-training via 
maximum likelihood estimation or involving REINFORCE. 

• Achieve superior performance on sample quality, diversity, as well as 
training stability. 





Motivation & Contribution

• Standard MLE training considers a word-level objective, predicting 
the next word given the previous ground-truth partial sentence.
• This procedure focuses on modeling local syntactic patterns, and may 

fail to capture long-range semantic structure.

• This paper imposes global sequence-level guidance via new 
supervision based on optimal transport, enabling the overall 
characterization and preservation of semantic features.



Semantic Matching with Optimal Transport

• OT distance on discrete domain

• Use IPOT algorithm to calculate
the



Experiment



Experiment



Conclusion

• This work is motivated by the major deficiency in training Seq2Seq 
models: that the MLE training loss does not operate at sequence-level.
• This work propose the usage of optimal transport as a sequence-level 

loss to improve Seq2Seq learning.
• By applying this new method to machine translation, text 

summarization, and image captioning, this paper demonstrate that our 
proposed model can be used to help improve the performance 
compared to strong baselines.


