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The Curious Case of Neural Text Degeneration
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I Randomization Lead to Degenerate Text

I Advanced Strategies and Nucleus Sampling



Background

The categories of the text generation task:
I Open-ended Generation:

- Generate text that forms a coherent continuation from the
given context (A lot of plausible solutions).

- Example applications: conditional story generation and
contextual text continuation.

I Non-open-ended Generation:

- Generate text such that the output is a close
(text2text/data2text) transformation of the input (The degree
of freedom is substantially less than the former).

- Example applications: machine translation, data-to-text
generation and abstractive summarization.

I Open-ended Generation and Non-open-ended Generation are
not a strict dichotomy.

* In this paper, the authors mainly discuss the Open-ended
Generation with GPT-2 (117M).



Likelihood Maximization Lead to Degenerate Text
Beam Search is the most popular likelihood maximization-based decoding
strategies:

Figure 1: Repetition Issue
Figure 2: Striking difference between
human text and machine text

- Beam search is still not enough.

- The differences in Fig 2 proves that the decoding strategies can

dramatically affect the quality of generation even with the same

neural language model.



Likelihood Maximization Lead to Degenerate Text
1. The Gravitational Force of Repetition.

- The likelihood maximization approaches tend to loop into
repeating the same sentence (often a generic sentence).

- P(“know”|“I don’t”) < P(“know”|“I don’t know. I don’t”) <
P(“know”|“I don’t know. I don’t know; I don’t ”)

2. The Turbulent Distribution of Natural Language.
- Human rarely remains in high probability zone for long time.
- The maximization-based methods force the model to obtain

cumulative likelihood as high as possible.

3. In summary, maximization decoding leads to text with
unnaturally high probability and too little variance.



Randomization instead of Maximization
- Idea: Sampling from the model’s approximation of the data

distribution rather than maximizing output probability.
- However, sampling from the full distribution still lead to

degenerate text.
i) One bad sampling can start a incoherent generation.
ii) Sampling from the tail is extremely likely:

P(Ā) =
n+m∏
i=n+1

(1− εi )



Sampling with Truncation
The simplest solution to dealing with the tail words is to only focus
on the most important tokens.

- Sampling with Temperature (soft): reshape the distribution
with constant t ∈ [0, 1), skewing towards high probability
events.

- Top-k Sampling: sampling from the k tokens with highest
probability mass.

Top-k sampling recently become popular but it still sub-optimal
I In a flat distribution, there are many more than k candidates
I In the opposite scenario, the probability mas is peaked for less

than k words.



Sampling with Truncation

Dynamically adjusting the value of k should be ok:
I Based on this idea, the author propose Nucleus Sampling

(Top-p Sampling).

- Select the minimal subset of the vocabulary whose cumulative
probability mass exceeds the pre-chosen threshold p.

- Sampling from the selected subset.
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