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Neural Text Generation

 Black-box nature of generic encoder-decoder models.

e Two Lost desiderata
* [nterpretable

e (Controllable



Discrete Pattern

e Discrete features (categories) that characterize a piece of
text.

e E.g., sentiments, topics, acts, templates.

e Discrete pattern recognition often brings about
Interpretability and controllability, which are in

desperate need.

e |t also solves diversity and informativeness



Proceedings of the Thirty-First AAAI Conference on Artificial Intelligence (AAAI-17)

Mechanism-Aware Neural Machine
for Dialogue Response Generation

Ganbin Zhou,'? Ping Luo,' Rongyu Cao,!” Fen Lin,> Bo Chen,* Qing He'
1Key Lab of Intelligent Information Processing of Chinese Academy of Sciences (CAS),
Institute of Computing Technology, CAS, Beijing 100190, China.

{zhouganbin, caory} @ics.ict.ac.cn, {luop, heqing} @ict.ac.cn
2University of Chinese Academy of Sciences, Beijing 100049, China.
3Pattern Recognition Center, WeChat Technical Architecture Department, Tencent, China.



A Latent Variable
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A Latent Variable
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Results

Questions Mechanism 1 Mechanism 2 Mechanism 3 Mechanism 4
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I take subway back Ok, be safe on the That's a good choice |Where are you going |Be careful on the

home subway on the subway subway
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How do I feel happy in |[Have a talk with me 1f | You seem to be happy|What are the happy |Talk with me and you

my life you are happy today things you have will be happy
experieced
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I have a test tomorrw,

Just work hard on the

[ will stand by you

Where are you taking

I will always be on

and I need some solace |reviews the test your side
L g5 R ol AR FEAF TR & RIERTRESL RARZRT L HERE A XA

The work 1s really hard

Take a good rest

You need to balance
work and life

Are you tired

That 1s work
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a set of Latent Variables

e autoencoding
e context predicting
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a set of Latent Variables

e autoencoding
e context predicting

. Generation

Network
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Results

Model

Action

Sample utterance

DI-VAE

scheduling

- sys: okay, scheduling a yoga
activity with Tom for the 8th at
2pm.

- sys: okay, scheduling a meet-
ing for 6 pm on Tuesday with
your boss to go over the quar-
terly report.

requests

- usr: find out 1if 1t ’s supposed
to rain
- usr: find nearest coffee shop

DI-VST

ask sched-
ule info

- usr: when 1s my football ac-
tivity and who 1s going with
me”?

- usr: tell me when my dentist
appointment 1s?

requests

- usr: how about other coffee?
- usr: 11 am please
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a Sequence of Latent Variables

Source Entity: Cotto

type[coffee shop], rating[3 out of 5],
food[English], area[city centre],
price[moderate], near[The Portland Arms]

System Generation:
Cotto i1s a coffee shop serving English food
in the moderate price range. It 1s located

near The Portland Arms. Its customer rating is
3 out of 3.

Neural Template:

The isa providing
’ — | . 1Isan ‘ ‘ serving
— is an expensive | = | offering
food in the price range It’s
cuisine with a ‘ ‘ price bracket ‘ ‘ Itis
foods | and has a pricing The place is
located in the Its customer rating is

’ located near

Their customer rating is ‘ ‘
near E—

Customers have rated it




a Sequence of Latent Variables
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Model Detalls
(state transition)
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Length Distribution We simply fix all length

probabilities p(l;+1 | 2:+1) to be uniform up to a
maximum length L.!



Model Detalls
(Emission)
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Results

Travellers Rest Beefeater

name[Travellers Rest Beefeater], customerRating[3 out of 5],
area[riverside], near[Raja Indian Cuisine]

1. [Travellers Rest Beefeater]ss [is a]s9 [3 star]4s
[restaurant];; [located near]2s [Raja Indian Cuisine]ao [.]53

2. [Near]s1 [riverside]sg [,]44 [Travellers Rest Beefeater]ss
[serves]s [3 star]so [food]: [.]2

3. [Travellers Rest Beefeater]ss [is a]s9 [restaurant];o
[providing]s [riverside]so [food]: [and has a]17
[3 out of 5]26 [customer rating]i6 [.]2 [It is]s [near]2s
[Raja Indian Cuisine]so [.]53

4. [Travellers Rest Beefeater]ss [is a]s9 [place to eat]12
[located near]2s5 [Raja Indian Cuisine]4o [.]53

5. [Travellers Rest Beefeater]ss [is a]s9 [3 out of 5]5
[rated]ss [riverside]ss [restaurant]i:1 [near]ss
[Raja Indian Cuisine]so [.]53

kenny warren

name: kenny warren, birth date: 1 april 1946, birth name: kenneth warren deutscher, birth place: brooklyn, new york,
occupation: ventriloquist, comedian, author, notable work: book - the revival of ventriloquism in america

1. [kenneth warren deutscher]i132 [ ( ]75 [born]sg [april 1, 1946]101 [ ) l67 [is an american]gs [author]2g [and]y
[ventriloquist and comedian]eg [.]ss
2. [kenneth warren deutscher]i32 [ ( ]75 [born]sg [april 1, 1946]101 [ ) ]67 [is an american]g2 [author]zg
[best known for his]gs [the revival of ventriloquism]os [.]ss
3. [kenneth warren]i6 [“kenny” warren]117 [ ( ]75 [born]gg [april 1, 1946]101 [ ) ]67 [1S an american];27
[ventriloquist, comedian]ag [.]133
4. [kenneth warren]16 [“kenny” warren]i17 [ ( ]75 [born]se [april 1, 1946]101 [ ) Je7 [1s a]104 [new york]os [author]2o [.]133
5. [kenneth warren deutscher]42 [is an american]g2 [ventriloquist, comedian];i1g [based in];5 [brooklyn, new york]sa [.]ss




Discrete Patterns Mining for
Text Generation

unsupervised / semi-supervised
discrete / semi-discrete
single/ multiple latent variable(s)
sequential / hierarchical combinations

Determined before/during generation



