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Introduction

• The style transfer problem which aims to change more
abstract properties of an image has seen significant advances.

• The discrete sequential natural of language makes it difficult
to approach language problems in a similar manner.

• The focus of this work is on the problem of modifying textual
attributes in sentences.

• Create a model that can control multiple attributes of
generated text at the same time.
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Formulation

• K attributes of interest {a1, . . . , aK}.
• A set of labeled sentences D = {(xn, ln)}Nn=1 (ln is a set of

labels for a subset of the attributes)

• Given a sentence x and attributes l
′
= (l1, . . . , lK), the goal is

to produce a sentence that shares the content of x, but
reflects the attribute values specified by l

′
.
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Formulation
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Model Overview

• Generative Model G = (Genc, Gdec)

• G should generate a sentence that is closely related in
meaning to the input sentence and consistent with the
attributes.

• Genc : zx = Genc(x)

• Gdec : y ∼ PG(·|zx, l
′
)
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Content compatibility

Two types of reconstruction losses to encourage content
compatibility.

• Autoencoding loss

Lae(x, l) = −logPG(x|zx, l)

• Back-translation loss

Lbt(x, l) = −logPG(x|zy, l)
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Content compatibility

• A common pitfall of the auto-encoding loss in auto-regressive
models.

• Simply copy the input sequence without capturing and
informative features.

• A de-nosing formulation is often considered: deleting,
swapping or re-arranging words.

• However, the generated sample y can be mismatched in
content from x
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Content compatibility

This paper addresses these issues by interpolating the latent
representations of ground truth sentence x and generated sentence
y.

• merge the autoencoding and back-translation losses by fusing
the two latent representations zx, zy

zxy = g � zx + (1− g)� zy

where g is a binary random vector of values sampled from a
Bernoulli distribution.

• Intepolated reconstruction loss

Lint = E(x,l)∼pdata,y∼pG(·|zx,l′ )[−logpG(x|zxy, l)]
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Attribute compatibility

• Adversarial loss

Ladv min
G

max
D

E[logD(hx, l) + log(1−D(hy, l
′
))]

It is possible that the discriminator ignores the attributes and
makes the real/fake decision based on just the hidden states,
or vice versa.

• To prevent this situation, a new objective is proposed

Ladv min
G

max
D

E[2logD(hx, l)+log(1−D(hy, l
′
))+log(1−D(hx, l

′
))]

• The overall loss function

Lint + Ladv
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Metrics

• Attribute accuracy
A pre-trained sentiment classifier

• Content compatibility

fcontent(M,M
′
) = 0.5[Ex∼DsrcBLEU(x,M

′ ◦M(x))+

Ex∼DtgtBLEU(x,M ◦M ′
(x))]

where M ◦M ′
(x) represents translating x ∈ Dsrc to domain

Dtgt and then back to Dsrc.

• Fluency
A pre-trained language model
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Sentiment Experiments

• Data
Restaurant reviews dataset(447k/128k) & IMDB review
corpus(128k/36k)
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Sentiment Experiments

• Quantitative evaluation
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Sentiment Experiments
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Sentiment Experiments

• Human evaluation
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Monolingual Translation

• Use a dataset of Shakespeare plays

• 17k pairs for training and 2k,1k pairs respectively for
development and test. All remaining 80k are considered
unpaired.

• Train the model using supervised learning and fine-tune on the
unpaired data using the proposed objective.
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Monolingual Translation

• The results show that the model is capable of finding sentence
alignments by exploiting the unlabeled data.
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Ablative study
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Simultaneous control of multiple attributes

Lajanugen Logeswaran, Honglak Lee, Samy Bengio University of Michigan, Google Brain
Content preserving text generation with attribute controls 23

/ 25



Outline

1. Introduction

2. Formulation
Formulation
Content compatibility
Attribute compatibility

3. Experiments
Metrics
Sentiment Experiments
Monolingual Translation
Ablative study
Simultaneous control of multiple attributes

4. Conclusion

Lajanugen Logeswaran, Honglak Lee, Samy Bengio University of Michigan, Google Brain
Content preserving text generation with attribute controls 24

/ 25



Conclusion

• Back-translation is useful for attribute control of discrete data.

• The proposed model can easily extend to the multiple
attribute scenario.

• It would be interesting future work to consider attribute with
continues values and a much larger set of semantic and
syntactic attributes.
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