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Motivation

• Self-attention determines the importance of context elements by 
comparing each element to the current time step.

• Is the self-attention the most important component in the structure of 
transformer?

• The number of operations required by self-attention scales quadratic in 
the input length.

• Is there any way to reduce this to linear complexity?



Solution

• Convolution Network

Self-Attention Convolution



Depthwise convolutions

• Come from Xception – extreme Iception

• Fundamental hypothesis: cross-channel correlations and spatial 
correlations can be entirely decoupled.



Structure Comparation



Lightweight Convolutions

• Depthwise convolution 

• Weights are normalized across the temporal dimension using a 
softmax

• Weights are shared within different output channels 

• Example : a regular convolution requires 7,340,032 (d2 × k) weights 
for d = 1024 and k = 7, a depthwise separable convolution has 7,168 
weights (d × k), and with weight sharing, H = 16, we have only 112 
(H × k) weights



Dynamic Convolutions

• Takes the same form as LightConv but uses a time-step dependent 
kernel that is computed using a function f : Rd → R H×k

• Here f is simple linear module with learned weight 𝑊𝑄 ∈ 𝑅𝐻×𝑘×𝑑：
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Experiment

• Setting

• Use same setting as “Attention is all you need”

• Replace the self-attention module for lightweight and dynamic convolutions

• The encoder and decoder’s kernel sizes to 3, 7, 15, 31x4 for each block 
respectively

• Tasks

• Machine Translation – WMT Zh-En; WMT En-De; WMT En-Fr; IWSLT Zh-
En

• Language Modeling - Billion word dataset

• Summarization - CNN-DailyMail



Result
• Machine Translation
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Result
• Language Modeling



Result
• Summarization



Conclusion

• Demonstrates that self-attention is not critical to achieve good 
accuracy on the language tasks.

• Both lightweight convolution and dynamic convolution are 20% faster 
at runtime than self-attention.

• Get comparable or better results in all tasks to self-attention


