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Task Definition
• Each conversation in the concerned multi-turn response retrieval task 

can be described as a triple <C,R,Y>. 
• C = {U1, ..., Ut} is the conversation context where {Uk} denotes the k-

th utterance. 
• R is a response of the conversation.
• Y belongs to {0,1}, where Yi = 1 means the response is proper, 

otherwise Yi = 0.
• The aim is to build a discriminator F (·, ·) on < C, R, Y > 
• For each context-response pair {C, R}, F (C, R) measures the 

matching score of the pair. 



Motivation

• The relevance of each utterance to the supposed response usually 
varies.
• The last utterance in a conversation empirically conveys the user 

intention while the other utterances depict the conversation in different 
aspects.
• Words in an utterance also hold different importance to the whole 

utterance representation.



Contribution

• Use turns-aware aggregation to mix the last utterance with the 
previous ones.
• Employ self-attention based recurrent networks on each aggregated 

utterance.
• Release an E-commerce Dialogue Corpus (ECD) to facilitate the 

related studies. 



Method



Method

• Utterance Representation
• Use GRU to encode each utterance and response respectively



Method

• Turns-aware Aggregation 
• Mix the last utterance with the previous utterance and the response

• Matching Attention Flow
• Using self-attention mechanism to filter the redundant information during the 

turns-aware aggregation  



Method

• Response Matching 
• Calculate the matching matrix between every utterance and the response.
• Use CNN to capture the correlation information for each utterance.

• Attentive Turns Aggregation 
• Use GRU to aggregate the correlation information in each utterance.



Dataset

• Ubuntu Dialogue Corpus 
• P:N = 1:1 for train
• P:N = 1:9 for valid and test

• Douban Conversation Corpus 
• P:N = 1:1 for train and valid 
• P:N = 1:9 for test
• More than one proper answer for test

• E-commerce Dialogue Corpus
• Same as Ubuntu Dialogue Corpus
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Ablation Study 



Conclusion

• Propose a deep utterance aggregation approach to form a fine-grained 
context representation. 

• Release the first e-commerce dialogue corpus to research communities.

• Experiments on three datasets show the model can yield new state-of-
the-art results. 
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