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Motivation:

Customizing diverse responses for same post based on different speaker
attributes (e.g. gender).



Contributions:

* Introducing linguistic biases of human group into response generator

* Proposing a novel neural component to dynamically introduce
linguistic group bias through generation process



Model Architecture

Encoder-Decoder Structure:
1. Encoder: Standard BILSTM

2. Decoder: Unidirectional LSTM

Response Decoder

," Ye-1 :

! —

H 1

; f Okay I |i| treat | you <eos>
Gender i

' ’ Great |wait! || for | your back <eos>

Label | ; : .

male/female PS8 4|i|_‘s;'1_ &2 —4|:|—A

How

about inviting

us

to

a

Query Encoder

|/;t\ ) Vocab
& ~
Standard > tanh/* E :
o 0
Cell I
i
Attention ><) .\Tl, /]'_"E ."—’, Ve

------ - /7 e
f Gender EDE
H Embeddings | = 7

Gender

Label




Decoding Computation:

- g h t1is intermediate decoder hidden state, H is from encoder and e*g
ht T -f (ht ’ H’ € ) is gender embedding

f(he, H,e9) = Wilhe, ag, €9 © g + by
gt = o(Wgyat + by)

T
at = ), jzlatjhj

exp(et;)
tji =
Zfél exp(esk)

Here h tand h_j should be hidden states from encoder (sadly, not specified in
etj = Walht, hj] + ba original paper)




Dataset and Evaluation

Dataset: Data 1s from one of Chinese real-name social network sites (Not Released)
4M (query, response) pairs without gender label, and IM (query, response) pairs
with gender label.

Evaluation: Human annotation (score from 0 to 1)

Metric: Attractive (+2), Neural (+1), Unsuitable (0)



Model Variations

1. S2S: Standard sequence-to-sequence model without attention
2. GLBA-Static: Proposed full model without gating on

gender embedding
3. GLBA-Dyna: Proposed full model



Experiment Results

1. Average Human Evaluation Score

Method Average Score Method Score
0 +1 +2
2 923
. : 0.9 S2S 1456% | 78.56% | 6.88%
GLBA-Static 0.944 GLBA-Static | 17.56% | 70.50% | 11.94%
GLBA-Dyna 1.404 GLBA-Dyna | 8.22% | 43.11% | 48.67%

2. Gender Consistency: Infer gender from generated response

Method Accuracy
S2S -
GLBA-Static 0.340
GLBA-Dyna 0.493




Case Study:

Query ode Reponse(Original) Response(Translated)
Model
S2S FRIXETF+JLEE. It is around minus 10 degrees here.
Female A% 45 Poor child...
GLBA-Static
KXHETFT. Male XD That is so cold.
It has been below zero degrees for long.
Female X 2 W] Wow that is so cold.
GLBA-Dyna FRA 1AV FFUE 77 28 98 IRV - We do not even need to wear down jackets here.
Male XAV, FERE That is so cold. Keep warm.
Query Gender Response
Female XA %5 >’ VAR5 o PG Ak e
Male
Female AF i fR a1k 1) — i PN It
OKOK, f@if8r% | FRH . 7
Male % BIF R
-7 ul@ ul@ u ] ZIN Y
A IFRE R, R RERT | Female 1t S N
BE—ERRRRRE, — —
FIFBAE. Male | B WA R X0 W




Conclusion:

1. The model structure is rather straightforward

2. Introducing group linguistic bias into response generation process

3. Demonstrating response customization 1s reflected in key words,
and proving that incorporating gender information locally 1s more
effective than using it globally



