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Motivation - 1

• Consistency of dialogue systems

Semantic plausibility is not enough to root them out, 
preventing them is challenging.



Previous work
• Personalizing Dialogue Agents: I have a dog, do you have pets too?

• The dialogue agent was given a set of personal facts describing its character (a persona)

• Intended outcome: utterances that consistent with its given persona.

• However, consistency issue still exists.



Motivation - 2

• Natural Language Inference task
• Learning a mapping between a sentence pair and a category {Entail, 

Neutral, Contradict}

• Expected to be useful in downstream tasks.



Contributions

• Leveraging an NLI model to reduce the problem pf consistency 
in dialogue.

• Create a dataset, Dialogue NLI: contains sentence pairs labeled 
as entailment, neutral, or contradiction.

• Improve consistency of dialogue models.



Problem Formulation

• Dialogue Generation 
• An alternating two-agent dialogue with agent A and ends with agent B is 

written as:

• Persona-based dialogue
• Each agent is associated with a persona, 𝑃𝐴 and 𝑃𝐵
• Persona is represented by a set of utterances 𝑃 = 𝑝1, … , 𝑝𝑚

• Consistency

• Natural Language inference



Problem Formulation

• Reducing dialogue consistency to NLI
• Given a persona 𝑃𝐴 = 𝑝1

𝐴, … , 𝑝𝑚
𝐴 for agent A and a length T 

dialogue 𝑢1
𝐴, 𝑢2

𝐵 , … , 𝑢𝑇−1
𝐴 , 𝑢𝑇

𝐵 .

• Dialogue contradiction is contained in pair (𝑢𝑖
𝐴, 𝑢𝑗

𝐴)

• Persona contradiction is contained in a pair (𝑢𝑖
𝐴, 𝑝𝑘

𝐴)



Dialogue NLI Dataset

• Sentences

• Consists of ui, 𝑝𝑗 and 𝑝𝑖 , 𝑝𝑗 pairs

• Labels
• Associate a human-labeled triple 
𝑒1, 𝑟, 𝑒2 with each persona sentence 

and a subset of utterances.



Triples Annotation

• Each persona sentence is annotated through a Mechanical Turk task.
• 10832 persona sentences are annotated

• Utterances
• Let p be a persona sentence with triple 𝑒1, 𝑟, 𝑒2
• If  𝑒2 is a sub-string of u, or word similarity sim 𝑢, 𝑝 ≥ 𝜏,

• u is associated with triple 𝑒1, 𝑟, 𝑒2 and persona p



Dialogue NLI Dataset

• Pairs ui, 𝑝𝑗 and 𝑝𝑖 , 𝑝𝑗 are defined as entailment , neutral or contradiction based 
on their triple.

• Entailment: share the same triple

• Neutral
• Miscellaneous utterance (𝑢, 𝑝)

• Persona pairing (𝑝, 𝑝′)

• Relation swap (𝑟, 𝑟′), e.g. have_vehicle and have_pet

• Contradiction
• Relation swap, e.g. like_activity and dislike. 

• Entity swap, e.g. physical_attribute, short -> tall

• Numeric contradiction



Dialogue NLI Dataset



Dialogue NLI Dataset



Consistent Dialogue Agent via NLI

• Assume a dialogue model and a Dialogue NLI model 

• NLI model run on each ui, 𝑝𝑗 pair, predicting a label 𝑦𝑖,𝑗 ∈ 𝐸, 𝑁, 𝐶 , with 
confidence 𝑐𝑖,𝑗

• New candidate scores



Experiments - NLI

• NLI models that have achieved competitive performance on existing NLI 
benchmark datasets



Experiments – Consistency in Dialogue

• Key-Value Memory Network 
• Trained on the persona-chat dataset

• Evaluation sets



Experiments – Consistency in Dialogue

• Metrics
• Hits@k

• Contradict@k
• Measures the proportion of top-k candidates which are contradicting

• Entail@k
• Measures the proportion of top-k candidates which are entailment.

• Results



Human evaluation

• Scoring
• Overall score: how well the model represented its persona {1, 2, 3, 4, 5}

• Consistent: a marking of each model utterance consistent with the models persona {0, 1}

• Contradiction: a marking of each model utterance that contradicted a previous 
utterance or model’s persona {0,1}


