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• Gated Linear Unit 

• Multi-head Attention

• Conv Seq2Seq





Convolutional Seq2Seq

• Compared with RNN:
• 1. Run Faster
• 2. Capture dependencies of different length between words easily







• Gated Linear Unit (GLU)

• Attention
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Introduction

• In human-human conversations, people tend to talk about highly 
relevant aspects and topics during a chat session.

• It is difficult and challenging to launch such a human-computer 
conversation system.
• Topics augmented neural response generation haven’t been applied to 

ongoing dialogues.
• It is complicated to model the practical flow of a real conversation.



Main contributions

• Adopt cue words to shape the conversation flow, and unify cue 
words prediction and responses generation in an end-to-end 
framework.

• Propose to measure the quality of a cue word from two aspects: 
effectiveness and relevance.



The pipeline of the proposed RLCw system.



The end-to-end framework for cue words selection and 
topic augmented response generation.



Reinforcement learning

• State

• Action
• Cue word

• Policy

• Reward
• Effectiveness
• Relevance





Experiments

• Dataset
• public multi-turn Weibo dataset: 5, 000, 00(training), 40, 00(testing)

• Baselines
• S2S
• S2S-Cw
• RL-S2S

• Evaluation Metric
• automatic metrics
• human judgments.



Automatic evaluation results of our proposed model against 
baselines.

Human evaluation results on five aspects: fluency, 
consistency, relevance, informativeness, and overall user 
preference.




