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Why EMPATHY (Empathy:共情)



Problem

• Existing chitchat dialogue benchmarks do not capture whether 
those agents are responding to implicit emotional contexts in an 
empathetic way 



Data Collection 



Distribution of 32 Labels 

• 24,850 prompts/conversations from 810 different participants
• Each conversation is allowed to be 4-8 utterances long
• The average utterance length is 15.2 words long



Modeling



Three models



Multi-Task Objective

• alter the objective function to also 
optimize for predicting the given 
emotion label.



Prepending Top-K Emotion Predictions

• explicitly add the best emotion 
predictions from a simple emotion 
classifier to the input text.

• use a fastText model trained to 
predict the emotion label from the 
description of the situation written 
by the Speaker before the dialogue 
for the training set dialogues.



Ensemble of Encoders

• Take an off-the-shelf classifier for emotion 
prediction, DeepMoji from Felbo et al. (2017) 
with the weights as released by the authors, 
ENSEM-DM

• Use a version of the same DeepMoji
architecture that is first re-trained on the 
situation descriptions from our training data, 
ENSEM-DM+.



Evaluation

• For the retrieval systems, we additionally compute p@1,100, the accuracy of 
the model at choosing the correct response out of a hundred randomly selected 
examples in the test set. 

• Evaluate Relevance, Fluency, Empathy: did the responses show 
understanding of the feelings of the person talking about their experience? (1: 
not at all, 3: somewhat, 5: very much)

• Source candidate during inference: in addition to EMPATHETICDIALOGUES, 
the DailyDialog (Li et al., 2017) training set and up to a million utterances 
from a dump of 1.7 billion Reddit conversations are included



Experimental Results



• Using only in-domain candidates leads to slightly higher BLEU scores

• For retrieval systems, adding emotion supervision explicitly decreases 
the accuracy of the rankings, p@1,100, but generally improves the 
average BLEU scores

• The ensemble encoders improve the generation models in perplexity and 
BLEU



Human Evaluation Results



• All of the models with explicit emotion improved, meaning that the more 
explicit emotion supervision does allow models to better condition responses 
for the tone of the conversation

• most of them also maintain fluency scores (which are all above 4 on average)



Cases



This work v.s. Ours
1. Artificial data v.s. real user interaction

2. Reddit: dialogue among strangers, how empathy; but the dialogue 
among strangers works for personality

3. Emotion might change, while personality is consistent 
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