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System Pipeline

Figure: System Pipeline
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Natural Language Understanding (NLU)

Extract semantic slots and intents from the user utterances.

Usually involve slot filling, intent prediction and domain classification
tasks.

Figure: Example Data and Labels
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Dialog State Tracking (DST)

Detect the goals and the requests of the user from the extracted
slots.

Detect the way the user is trying to interact with the system.

Figure: Pre-defined slots in DSTC2 (Restaurant
Domain)
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Dialog State Tracking (DST)

Figure: Dialog State Sequence Example
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Dialog State Tracking (DST)

Dialog actions are formed as a list of dictionaries with act and slots

fields.

Figure: Example User Actions
Figure: Example System Actions
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Dialogue Policy Learning

Accept dialogue state from DST and generate the next available
system action.

* Often formulated as a reinforcement learning problem.

Xin Li Paper Reading October 11, 2018 9 / 30



Natural Language Generation

The NLG module is to generate natural language responses.

Template-based NLG: Define a set of rules to map semantic frame
(i.e., system/user actions) to natural language.

Model-based NLG: Generate sentence sketch with slot placeholders
via an RNN decoder. Post-processing is needed.

Hybrid Approach: Template-based + Model-based NLG.

Figure: Template-Based NLG
Figure: Model-Based NLG

Xin Li Paper Reading October 11, 2018 10 / 30



Outline

1 Task-Oriented Dialogue System
System Overview and Task Introduction

2 Neural Belief Tracker: Data-Driven Dialogue State Tracking (ACL 17)
Details

3 Global-Locally Self-Attentive Dialogue State Tracker (ACL 18)
Details

4 Deep Dyna-Q: Integrating Planning for Task-Completion Dialogue
Policy Learning (ACL 18)

Details

5 Adversarial Actor-Critic Model For Task-Completion Dialogue Policy
Learning (ICASSP 18)

Details

Xin Li Paper Reading October 11, 2018 11 / 30



Background

Separate NLU approaches.
- Fine-grained manual annotation at the word-level is required, hindering

scaling to larger, more realistic application domains

Joint NLU/DST approaches.
- Those delexicalization-based approaches highly rely on the semantic

dictionaries, restricting their applications on the rich variety of user
language or to general domains.

Figure: An example semantic dictionary.
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The Proposed Model

The proposed Neural Belief Tracker:
- Jointly handle the NLU and the DST task to free from the error

propagation and the lack of the annotated data.
- Select the slot-value pairs via semantic matching in the word

embedding space rather than delexicalization.

Figure: The architecture of the Neural Belief Tracker
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The proposed Model

Semantic Decoding:

Context Modelling:
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Experiment

Dataset: DSTC-2 and Woz.

Evaluation Metrics:

- Joint Goal Accuracy: Proportion of the dialogue turns where the user
goals (search constraints) are correctly identified

- Request Accuracy: Proportion of the dialogue turns where the
requested slots are correctly identified.

Main Results

Figure: Experimental Results
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Background

Current approaches do not address the problem that extracting rare
slot-value pairs.

- Most slot-value pairs composing the state rarely occur in the training
set.
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The proposed approach

The proposed Global-Locally Self-Attentive Dialogue State Tracker
- Share parameters between the estimators for each slot.
- Introduce local modules to learn the slot-specific feature

representations.

Figure: The architecture of the GLAD.
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The proposed approach

Global-Locally self-Attentive Encoder:

Scoring Module:
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Experimental Results

Main Results

Case Study
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Background

Policy learning strategies:

Traditional Approaches:

* Interact with real users. (Too expensive!)
* Interact with user-simulator. (Lack the conversational complexity)

The proposed Deep Dyna-Q Model:

* Introduce a world model to simulate the environment ((dialog state,
system action)⇒user action).

* Policy is improved by direct RL (DQN) and indirect RL (planning).

Xin Li Paper Reading October 11, 2018 22 / 30



Deep Dyna-Q model

Architecture

World Model

Q-Networks: MLP with tanh
activation.

System action is selected via
ε-greedy strategy.

World Model:

Work flow: 1-step direct RL,
1-step word-model learning and
K -step planning.
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Experiment

Main Results:

Impact of K and world model :
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Example Output
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Motivation

Handle the issue of reward sparsity–the majority of the experiences
(i.e., the tuples of state, action and reward) have small impact on the
agent.

Solutions:

- Leveraging the prior knowledge learned from human-human dialogues.
- Introducing additional intrinsic rewards.
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The Proposed Approach

Architecture:

Algorithm:

Figure: Caption

Actor: generate actions (l-layer
FC with pre-training).

Critic: give score on the selected
action. (Extrinsic Rewards)

Discriminator: distinguish the
generated and the real
experiences. (Intrinsic Rewards)

Xin Li Paper Reading October 11, 2018 28 / 30



Experiment

Main Results:

Learning Curves:
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The End
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