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Motivation

In some qa scenes，post is so little 
information that it's hard to answer.

Teach machine to ask those 
clarification questions : design a model 
to rank a candidate set of clarification 
questions by their usefulness to the 
given post

Possible use case：while user
writing their post, a system suggests 
a shortlist of questions asking for 
information.



Contribution

• 1. A novel neural-network model for addressing the task of 
ranking clarification question built on the framework of expected 
value of perfect information 
• 2. A novel dataset, derived from StackExchange, that enables us to 

learn a model to ask clarifying questions by looking at the types of 
questions people ask. 



Model description

• Inspired by the theory of expected value of perfect information (EVPI) 
• EVPI is a measurement of: if I were to acquire information X, how useful 

would that be to me?

A good question is the one whose 
likely answer will be useful!



Model description



Model description

1.Question & answer candidate generator

2. Answer modeling 

3. Utility calculator 



Training
Answer modeling:



Training

Utility calculator :

joint neural network model 



Data creation

• 1. Extract posts
• 2. Extract questions
• 3. Extract answers

(a) Edited post 
(b) Response to the question 



Experimental results 


