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Introduction

I In real-world environments, most people prefer the correct
answer replied with a more natural way.

I GenQA cannot copy SUs from the question in generating
answers.

I CopyNet cannot retrieve SUs from external memory.

I COREQA incorporates COpying and REtrieving mechanisms
within Seq2Seq learning.



Model Overview



Encoder

I Question Encoding: a bi-directional RNN.
I Knowledge Base Encoding:

I s, p and o: subject, property and object.
I es ,ep,eo : its corresponding embeddings.
I The fact representation f is then defined as the concatenation

of es ,ep,eo .
I MKB = {f }
I define the matching scores function between question and

facts as S(q, st , fj) = DNN1(q, st , fj).



Decoder

I φpr (yt = vi ) = vT
i Wpr [st , cqt , ckbt ]

I φco(yt = xi ) = hj , st ,histQ
I φre(yt = vi ) = fj , st ,histKB



Experiments

I Natural QA in Restricted Domain



Experiments

I Natural QA in Open Domain

I one single fact (marked as Single), multiple facts (marked as
Multi) and all (marked as Mixed).



Examples of the generated natural answers


