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Introduction

• The response of knowledge grounded conversation might

contain multiple answer entities or no entity at all.

• QA systems can be applied to knowledge grounded

conversation, they either have at most one entity in a

response or cannot deal with out-ofvocabulary entities.

• propose a generative dialogue system GenDS that is capable

of generating responses based on input message and related

knowledge base (KB).

• introduce a dynamic knowledge enquirer, in order to generate

an arbitrary number of entities.
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Problem Definition

The inputs of the problem are:

• 1. An input message X

• 2. A knowledge base K containing all possible facts.

• 3. A list of entity types τ

The output of the problem is:

• 1. A response Y . The response might contain arbitrary

number of common and knowledge words.
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Model Framework of GenDS

The components of the GenDS system:

• 1. A candidate facts retriever first detects possible entities E

in the input message X , then retrieves a set of possible facts

τQ Q from the knowledge base K , based on the detected

entities E .

• 2. A message encoder encodes the input message X into a set

of intent vectors at each time step, denoted by H .

• 3. A reply decoder takes H and τQ as input and generates the

final response Y word by word.
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Candidate Facts Retriever

Retrieve facts with subjects matched with E and objectives

matched with E :

τQ = τQS ∪ τQO
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Message Encoder

Replace the entity in the message with its type.

”recommend me songs of JAY” – ”recommend me songs of

People”
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Reply Decoder

• Common Word Generator

• Dynamic Knowledge Enquirer

• message matching score:rek = DNN2(hMT
,βek )

• entity update score:ft = DNN1(st ,µyt−1 ,µyt−1)

• entity type update score:ukt = DNN1(st ,µyt−1 ,µek )

• The final dynamic entity

score:pe = (yt = et) = pet = r ◦ ft ◦ µt

• Final Response Generation with the knowledge gate

zt ∈ {0, 1}
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Multi-task learning

Two tasks share the message encoder, and common word

generator decoder, and are trained with maximum likelihood

estimation as objective function.

• 1. the model is trained with ground truth as output(GenDS)

• 2. the output of task2 is to replace the entity in ground truth

with its type(Seq2SeqAttn)
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Experiment

Dataset

• 1. MusicConvers

• 2. Music Question Answering
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Results
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Conclusion

• 1. The model can generate responses with any number of

answer entities, even when these entities never appear in the

training set.

• 2. Being able to deal with unseen entities, GenDS is scalable

with new KB.

11


	Flexible End-to-End Dialogue System for Knowledge Grounded Conversation [AAAI2018]   ——————————————   Wenya Zhu / Kaixiang Mo / Yu Zhang / Zhangbin Zhu / Xuezheng Peng / Qiang Yang

